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ABSTRACT

Zamboni, Diego. Ph.D., Purdue University, August, 2001. Using Internal Sensors for
Computer Intrusion Detection. Major Professor: Eugene H. Spafford.

This dissertation introduces the concept of using internal sensors to perform intrusion
detection in computer systems. It shows its practical feasibility and discusses its character-
istics and related design and implementation issues.

We introduce a classification of data collection mechanisms for intrusion detection sys-
tems. At a conceptual level, these mechanisms are classified as direct and indirect monitor-
ing. At a practical level, direct monitoring can be implemented using external or internal
sensors. Internal sensors provide advantages with respect to reliability, completeness, time-
liness and volume of data, in addition to efficiency and resistance against attacks.

We introduce an architecture called ESP as a framework for building intrusion detection
systems based on internal sensors. We describe in detail a prototype implementation based
on the ESP architecture and introduce the concept of embedded detectors as a mechanism
for localized data reduction.

We show that it is possible to build both specific (specialized for a certain intrusion)
and generic (able to detect different types of intrusions) detectors. Furthermore, we provide
information about the types of data and places of implementation that are most effective in
detecting different types of attacks.

Finally, performance testing of the ESP implementation shows the impact that embed-
ded detectors can have on a computer system. Detection testing shows that embedded

detectors have the capability of detecting a significant percentage of new attacks.



1. INTRODUCTION

It is feasible to perform computer intrusion detection at the host level for both known and
new attacks using internal sensors and embedded detectors with reasonable CPU and size
overhead. The present document discusses this assertion in detail, and describes the work

done to show its validity.

1.1 Background and problem statement

The field of intrusion detection has received increasing attention in recent years. One
reason is the explosive growth of the Internet and the large number of networked systems
that exist in all types of organizations. The increased number of networked machines has
led to a rise in unauthorized activity [20], not only from external attackers, but also from
internal sources such as disgruntled employees and people abusing their privileges for per-
sonal gain [113].

In the last few years, a number of intrusion detection systems have been developed both
in the commercial and academic sectors. These systems use various approaches to detect
unauthorized activity and have given us some insight into the problems that still have to
be solved before we can have intrusion detection systems that are useful and reliable in

production settings for detecting a wide range of intrusions.

Most of the existing intrusion detection systems have used central data analysis en-
gines [e.g. 32, 86] or per-host data collection and analysis components [e.g. 60, 112] that
are implemented as separate processes running on one or more of the machines in a net-
work. In their design and implementation, all of these approaches are subject to a number

of problems that limit their scalability, reliability and resistance to attacks.
At CERIAS (Center for Education and Research in Information Assurance and Se-

curity) at Purdue University, we have developed a monitoring technique daliechal

sensordased on source code instrumentation. This technique allows the close observation



of data and behavior in a program. It can also be used to implement intrusion detection sys-
tems that perform their task in near real-time, that are resistant to attacks and that impose a
reasonably low overhead in the hosts, both in terms of memory and CPU utilization.

This dissertation describes the concept of using internal sensors for building an intru-
sion detection framework at the host level, their characteristics and abilities, and experi-

mental results in an implementation.

1.2 Basic concepts
First, we introduce some basic concepts on which this dissertation is based.
1.2.1 Intrusion detection
Intrusion detection has been defined as “the problem of identifying individuals who are
using a computer system without authorization (i.e., ‘crackers’) and those who have legiti-
mate access to the system but are abusing their privileges (i.e., the ‘insider threat’)” [93].
We add to this definition the identification aftemptd4o use a computer system without
authorization or to abuse existing privileges. Therefore, our working definitiortrokion

matches the one given by Heady et al. [59]:

WORKING DEFINITION 1.1: INTRUSION
Any set of actions that attempt to compromise the integrity, confidentiality, or avail-

ability of a computer resource.

This definition disregards the success or failure of those actions, so it also corresponds to
attacks against a computer system. In the rest of this dissertation we use thattexks
andintrusioninterchangeably.

The definition of intrusion results in our working definition of intrusion detection:

WORKING DEFINITION 1.2: INTRUSION DETECTION
The problem of identifying actions that attempt to compromise the integrity, confi-

dentiality, or availability of a computer resource.

The definition of the wordntrusionin an English dictionary [96] does not include the

concept of an insider abusing his or her privileges or attempting to do so. A more accurate



phrase to use istrusion and insider abuse detectioin this document we use the term

intrusionto mean both intrusion and insider abuse.

WORKING DEFINITION 1.3: INTRUSION DETECTION SYSTEM
A computer system (possibly a combination of software and hardware) that attempts

to perform intrusion detection.

Most intrusion detection systems try to perform their task in real time [93]. However, there
are also intrusion detection systems that do not operate in real time, either because of the
nature of the analysis they perform [e.g. 76] or because they are geared for forensic analysis
(analysis of what has happened in the past on a system) [e.g. 48, 147].

The definition of an intrusion detection system does not include preventing the intrusion
from occurring, only detecting it and reporting it to an operator. There are some intrusion
detection systems [e.g. 25, 135] that try to react when they detect an unauthorized action.
This reaction usually includes trying to contain or stop the damage, for example, by termi-
nating a network connection.

Intrusion detection systems are usually classified as host-based or network-based [93].
Host-based systems base their decisions on information obtained from a single host (usu-
ally audit trails), while network-based systems obtain data by monitoring the traffic in the

network to which the hosts are connected.

1.2.2 Desirable characteristics of an intrusion detection system
The following characteristics are ideally desirable for an intrusion detection system
(based on the list provided by Crosbie and Spafford [34]):

1. It mustrun continuallywith minimal human supervision.
2. It must befault tolerant

(a) The intrusion detection system must be able to recover from system crashes,

either accidental or caused by malicious activity.

(b) After a crash, the intrusion detection system must be able to recover its previous

state and resume its operation unaffected.



3. It mustresist subversion

(&) There must be a significant difficulty for an attacker to disable or modify the

intrusion detection system.

(b) The intrusion detection system must be able to monitor itself and detect if it has

been modified by an attacker.

4. It must impose aninimal overheaan the systems where it runs to avoid interfering

with their normal operation.

5. It must beconfigurableto accurately implement the security policies of the systems

that are being monitored.

6. It must beeasy to deplay This can be achieved through portability to different ar-
chitectures and operating systems, through simple installation mechanisms, and by

being easy to use and understand by the operator.

7. It must beadaptableto changes in system and user behavior over time. For example,
new applications being installed, users changing from one activity to another, or new

resources being available can cause changes in system use patterns.
8. It must beable to detect attacks

(a) The intrusion detection system must not flag any legitimate activity as an attack
(false positives).

(b) The intrusion detection system must not fail to flag any real attacks as such
(false negatives). It must be difficult for an attacker to mask his actions to avoid

detection.

(c) The intrusion detection system must report intrusions as soon as possible after

they occur.

(d) The intrusion detection system must be general enough to detect different types

of attacks.



We will refer to these characteristics throughout this dissertation for description of dif-
ferent intrusion detection architectures and systems, including those developed for this dis-

sertation.

1.3 Problems with existing intrusion detection systems

Most existing intrusion detection systems (for example, those surveyed by Axelsson

[7], plus others [e.g. 9, 137]) suffer from at least two of the following problems:

First, the information used by the intrusion detection system is obtained from audit
trails or from packets on a network. Data has to traverse a longer path from its origin to
the intrusion detection system, and in the process can potentially be destroyed or modified
by an attacker. Furthermore, the intrusion detection system has to infer the behavior of the
system from the data collected, which can result in misinterpretations or missed events. We
refer to this as th&édelity problem. It corresponds to a failure to properly address desirable

characteristic #8.

Second, the intrusion detection system continuously uses additional resources in the
system it is monitoring even when there are no intrusions occurring, because the compo-
nents of the intrusion detection system have to be running all the time. Thisresigrce

usageproblem and corresponds to a failure in addressing desirable characteristic #4.

Third, because the components of the intrusion detection system are implemented as
separate programs, they are susceptible to tampering. An intruder can potentially disable
or modify the programs running on a system, rendering the intrusion detection system
useless or unreliable. This is thediability problem and corresponds to a failure to address

desirable characteristics #1, #2 and #3.

In this dissertation, we describe a mechanism that addresses all three of these problems

and has several other desirable characteristics.

1.4 Thesis statement

This dissertation describes the work done to show the validity of the following two

hypotheses:



1. It is possible to use internal sensors in a host to perform intrusion detection in a
way that addresses the fidelity, resource usage and reliability problems described in

Section 1.3.

2. Internal sensors can be used to detect both known and new attacks against a host.

In this contextjntrusion detectionis used as defined in Section 1.2laternal sensor

is a concept defined in Section 2.1.4.

1.5 Document organization

This dissertation follows: Chapter 1 introduces some basic concepts, the problems to
address, and the thesis statement. Chapter 2 presents a classification of the existing ar-
chitectures for the data collection and data analysis phases of intrusion detection systems,
and provides the motivation and justification for the work described in this dissertation. It
also presents related work. Chapter 3 describes the ESP architecture and its characteristics.
Chapter 4 describes the prototype implementation for an intrusion detection system based
on the ESP architecture, and the results of that implementation. Chapter 5 describes the
performance and detection tests that were done to evaluate the properties of the ESP imple-
mentation, and how they relate to the predicted properties described in Chapter 3. Finally,
Chapter 6 presents the conclusions, summarizes the contributions of this dissertation, and

discusses directions for future research.



2. RELATED WORK AND ARCHITECTURES FOR INTRUSION
DETECTION

Intrusion detection is conceptually—and in practice, in most cases—performed in two dis-
tinct phases: data collection and data analysis. Intrusion detection systems can be classified

according to how they are structured in each of those phases.

In this chapter, we describe the different structures that an intrusion detection system
can have in both data collection and data analysis and draw some conclusions that guide the
rest of this dissertation. We also mention related work as appropriate. Tables 2.2 and 2.1
summarize how different existing intrusion detection systems are classified according to

some of the architectures described in this chapter.

2.1 Data collection architectures

The performance of an intrusion detection system can only be as good in terms of de-
sirable characteristics #2, #3, #7, and #8 (see Section 1.2.2) as the data on which it bases its
decisions. For this reason, the way in which data is obtained is an important design decision
in the development of intrusion detection systems. If the data is acquired with a significant
delay, detection could be performed too late to be useful. If the data is incomplete, detec-
tion abilities could be degraded. If the data is incorrect (because of error or actions of an
intruder), the intrusion detection system could stop detecting certain intrusions and give its
users a false sense of security. Unfortunately, these problems have been identified in ex-
isting products. After examining the needs of different intrusion detection systems and the
data provided by different operating systems, Price concluded that “the audit data supplied
by conventional operating systems lack content useful for misuse detection.” [114, p. 107]

With the goal of better understanding the characteristics that make data collection
mechanisms suitable for intrusion detection, in this chapter we provide two conceptual

(centralized/distributed and direct/indirect) and two practical (host/network-based and ex-
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ternal/internal) classifications of data collection mechanisms. We discuss the advantages
and disadvantages of each one of them.
The termmonitored componeii$ used in this chapter and in the rest of this dissertation

as follows:

WORKING DEFINITION 2.1: MONITORED COMPONENT

A host or a program that is being monitored by an intrusion detection system.

By this definition, an intrusion detection system that is explicitly monitoring several
programs in a host (for example, the kernel, the email server and the HTTP server) could
be considered as monitoring several components even if they are all in the same host.
2.1.1 Data collection structure: centralized and distributed

When talking about data collection architectures for intrusion detection, the classifica-

tion normally refers to the locus of data collection. The following definitions are based on

those provided by Axelsson [7].

DEFINITION 2.2: CENTRALIZED DATA COLLECTION
Data used by the intrusion detection system is collected at a number of locations that

is fixed and independent of the number of monitored components.

DEFINITION 2.3: DISTRIBUTED DATA COLLECTION
Data used by the intrusion detection system is collected at a number of locations that

is directly proportional to the number of monitored components.

In these definitions, &cationis defined as an instance of running code. So for ex-
ample, a data collection mechanism implemented in a shared library could be considered
as distributed provided that the library will be linked against multiple programs, because
each running program will execute the mechanism separately. However, if the shared li-
brary will be linked against a single program and it will collect all the information needed
by the intrusion detection system, we would consider it as centralized data collection. We
can see that these definitions depend not only on how the data collection components are

implemented, but also on how they are used.
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As can be seen in Table 2.1, both distributed and centralized data collection have been
widely used in existing intrusion detection systems and have almost equal percentages in
the systems listed in the table. A report by Axelsson [7] shows that the trend over the
years has been towards distributed intrusion detection systems, which need distributed data
collection.

The distinction between centralized and distributed data collection is the feature most
commonly used for describing the data collection capabilities of an intrusion detection
system. However, for the purposes of this dissertation, we are more interested in discussing
the mechanisms used to perform data collection and the data sources utilized. These are

described in the next sections.
2.1.2 Data collection mechanisms: direct and indirect monitoring

In the physical world, a direct observation is one in which we can use one or more
of our senses to observe or measure a phenomenon, and an indirect observation is one in
which we rely on a tool or on an observation by someone (or something) else to obtain the
information.

We build similar definitions in the context of data collection for intrusion detection.
When an intrusion detection system can measure a condition or observe behavior in the
monitored component by obtaining data directly from it, we use the ¢t monitoring
When the intrusion detection system relies on a separate mechanism or tool for obtaining
the information, we use the terimdirect monitoring In other words, direct monitoring is
the measurement or observation of a characteristic of an object, and indirect monitoring is
the measurement or observation of the effects of the object having that characteristic.

For example, using thps [146] command to observe CPU load on a Unix host is
considered a case of direct monitoring becausdirectly extracts the load data from the
corresponding data structures in the kernel. By comparison, if the CPU load is recorded in
a log file and later read from there, we consider it a case of indirect monitoring because we
are relying on a separate mechanism (in this case, a file) for the observation.

Based on the above discussion, we state that all data collection methods can be classified

as direct or indirect according to the following definitions:
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DEFINITION 2.4: DIRECT MONITORING

The observation of the monitored component by obtaining data directly from it.

DEFINITION 2.5: INDIRECT MONITORING

The observation of the monitored component through a separate mechanism or tool.

Common examples of mechanisms through which indirect monitoring can be performed
are log files and network packets. The data obtained from these mechanisms is an effect
of the data having been present in the components that generated the data. If the data were
obtained directly from the component that generated them (for example, by reading the
appropriate data structures on the host before a packet is sent to the network), we would be
performing direct monitoring.

To perform intrusion detection, direct monitoring is better than indirect monitoring for

the following reasons:

Reliability: Data from an indirect data source (for example, a log file) could potentially
be altered by an intruder before the intrusion detection system uses it. It could also
be affected by non-malicious failures. For example, a disk becoming full or a log file

being renamed could make the data unavailable to the intrusion detection system.

Completeness: Some events may not be recorded on an indirect data source. For example,

not every action of thenetd daemon gets recorded to a log file.

Furthermore, an indirect data source may not be able to reflect internal information
of the object being monitored. For example, a TCP-Wrappers [151] log file cannot
reflect the internal operations of tiveetd daemon. It can only contain data that is
visible through its external interfaces. While that information may be sufficient for
some purposes (for example, knowing what address a request came from), it may not
be sufficient for others (for example, knowing which specific access rule caused a

request to be denied).
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Volume: With indirect monitoring, the data is generated by mechanisms (for example, the
code that writes the audit trail) that have no knowledge of the needs of the intrusion
detection system that will be using the data. For this reason, indirect data sources
usually carry a high volume of data. For example, Kumar and Spafford [80] mention
that a C2-generated audit trail might contain 50K-500K records per user per day. For
a modest-size user community, this could amount to hundreds of megabytes of audit

data per day, as pointed out by Mounji [92].

For this reason, when indirect data sources are used, the intrusion detection system
has to spend more resources in filtering and reducing the data even before being able

to use them for detection purposes.

A direct monitoring method has the ability to select and obtain only the informa-

tion it needs. As a result, smaller amounts of data are generated. Additionally, the
monitoring components could partially analyze the data themselves and only produce
results when relevant events are detected. This would practically eliminate the need

for storing data other than for forensic purposes.

Scalability: The larger volume of data generated by indirect monitoring results in a lack
of scalability. As the number of hosts and monitoring elements grows, the overhead
resulting from filtering data can cause degradation in the performance of the hosts
being monitored or overload of the network on a centralized intrusion detection sys-

tem.

Timeliness: Indirect data sources usually introduce a delay between the moment the data
is produced and when the intrusion detection system can have access to them. Direct
monitoring allows for shorter delays and enables the intrusion detection system to

react in a more timely fashion.

However, as can be seen in Table 2.2, there is a notable disparity in the utilization of di-
rect and indirect monitoring in intrusion detection systems. Less than 20% of the intrusion

detection systems surveyed use some form of direct monitoring. This can be attributed to
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the main disadvantage of direct monitoring: complexity of implementation. Direct moni-
toring mechanisms have to be designed in a more specific manner to the monitored com-
ponent and the type of information that it generates. Evidence to this is that most of the
intrusion detection systems in Table 2.2 (except for CylantSecure [154] and pH [135]) that

use direct monitoring are tailored for detecting specific types of attacks.

2.1.3 Data collection mechanisms: host-based and network-based
In practice, data collection methods are commonly classified as host-based or network-

based according to the following definitions:

DEFINITION 2.6: HOST-BASED DATA COLLECTION
The acquisition of data from a source that resides on a host, such as a log file, the

state of the system or the contents of memory.

DEFINITION 2.7: NETWORK-BASED DATA COLLECTION
The acquisition of data from the network. Usually done by capturing packets as they

flow through it.

Most of the intrusions detected by intrusion detection systems are caused by actions
performed in a host. For example: executing an invalid command or accessing a service
and providing it malformed or invalid data. The attacks act on the end host although they
may occur over a network.

Also, there is the case of attacks that act on the network infrastructure components
such as routers and switches. Most of those components can be considered as hosts, and
they have the ability to perform monitoring tasks on themselves [11]. Therefore, attacks
on the network infrastructure can also be considered as acting on hosts. In cases where
the network infrastructure components cannot perform monitoring tasks (for example, be-
cause they are not programmable), attacks on those components can only be detected using
network-based data collection because the attacks do not act directly on any other hosts in
the network. For the rest of our discussion, we will consider routers and switches as hosts.

The only attacks that act on the network itself are those that flood the network to its

capacity and prevent legitimate packets from flowing. However, most of these attacks
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can also be detected at the end hosts. For example, a Smurf attack [69] could be de-
tected at the ICMP layer in the host by looking for the occurrence of a large number of
ECHO.RESPONSE packets.

In general, it is advisable to use host-based data collection for the following reasons

(see also the discussion by Daniels and Spafford [37]):

e Host-based data collection allows collecting data that reflect accurately what is hap-
pening on the host, instead of trying to deduce it based on the packets that flow

through the network.

¢ In high-traffic networks, a network monitor could potentially miss packets, whereas
properly implemented host monitors can report every single event that occurs on each

host.

o Network-based data collection mechanisms are subject to insertion and evasion at-
tacks, as documented by Ptacek and Newsham [117]. These problems do not occur

on host-based data collection because they act on data that the host already has.

¢ If the data needed by the intrusion detection system flows through disjoint paths (as
might be the case with a network with multiple gateways or when using switching
hubs), performing network-based data collection can become difficult and unreliable,
and the task of unifying the data coming from different collectors for use by the

intrusion detection system may not be trivial.

e The use of encryption renders network-based data collection mechanisms ineffective

because they cannot examine the contents of encrypted communications.

o Network-based data collection mechanisms cannot observe actions that occur inside

a host, so they will miss local attacks.
Network-based data collection also has some advantages, including the following:

e An intrusion detection system that uses network-based data collection can be de-

ployed on an existing network without having to make any changes to the hosts. For
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this reason, a large number of commercial intrusion detection systems use network-

based data collection.

e A network-based data collection component can be completely invisible to other
hosts (this can be achieved even at the hardware level), providing a convenient van-

tage point from which to observe the actions on the network.

We consider network-based data collection as a form of indirect monitoring because
the network traffic is an effect of the data and activity at the hosts (see Definition 2.5). In a
more general sense, the advantages and disadvantages just described reflect the distinction
between direct and indirect data collection.

The relationship between the traditional host-based/network-based classification of in-
trusion detection systems [93] and the types of monitoring described in Section 2.1.2 is as
follows and can be seen in Table 2.2: Intrusion detection systems normally considered as
“network-based” correspond to Indirect/Network-based monitoring mechanisms, whereas
Indirect/Host-based and all Direct monitoring mechanisms correspond to the “host-based”
intrusion detection systems.

Both host-based and network-based data collection have been widely used in intrusion
detection systems. In recent years, an increasing number of intrusion detection systems
have started to use both host-based and network-based components in an attempt to obtain
the most complete view of the hosts being monitored.

The architecture described in this dissertation corresponds to a system that uses host-

based data collection.
2.1.4 Data collection mechanisms: external and internal sensors

All direct monitoring methods are host-based. Direct monitoring of a host can be done

using external or internal sensors according to the following definitions:

DEFINITION 2.8: EXTERNAL SENSOR
A piece of software that observes a component (hardware or software) in a host and
reports data usable by an intrusion detection system, and that is implemented by code

separate from that component.
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DEFINITION 2.9: INTERNAL SENSOR
A piece of software that observes a component (hardware or software) in a host and
reports data usable by an intrusion detection system, and that is implemented by code

incorporated into that component.

For example, a program that uses gscommand [146] to obtain process information
on a Unix system could be considered an external sensor. If the process-information gath-
ering component was built into the Unix kernel, it would be considered an internal sensor.

A library wrapper [81] is considered as an external sensor because its code is separate from
that of the program it monitors. According to our definitions, an internal sensor could also
be built into hardware components; for example, in the firmware of a network interface
card.

Internal sensors are part of the source code of the monitored component. They can be
added to an already existing program, and in that case they can be considered as a case of
source code instrumentation. Ideally, internal sensors should be added during development
of the program when the cost and effort of making changes and fixing errors is lower [108].
Also, at that point the sensors could be added by the original authors of the program instead
of by someone else—who would have the added cost of understanding the program first.

Note that by our definitions, any portion of a program can be considered as an internal
sensor, as long as it provides data that can be used by an intrusion detection system. No
specification is made about how the data should be produced or transmitted.

External and internal sensors for direct data collection have different strengths and
weaknesses and can be used together in an intrusion detection system. Tables 2.3 and 2.4
list the advantages and disadvantages of each type of sensor.

From the point of view of software engineering, internal and external sensors present

different characteristics in the following aspects:

Introduction of errors: It is potentially easier to introduce errors in the operation of a
program through the use of internal sensors because the code of the program being

monitored has to be modified. Errors can also be introduced by external sensors (for
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Advantages and disadvantages of external sensors.

External sensors

Advantages

Disadvantages

e Easily modified, added or removed
from a host.

e Can be implemented in any pro-
gramming language that is appropri-
ate for the task.

There is a delay between the genera-
tion of the data and their use because
after the data are produced they have
to be made available on an exter-
nal source before a sensor can access
them.

The information can potentially be
modified by an intruder before the
sensor obtains it (for example, if the
data are read from a log file).

Can potentially be disabled or modi-
fied by an intruder.

Added performance impact be-
cause the sensors are separate
components—processes, threads, or
loaded libraries—possibly running
continuously.

Limited access to information be-
cause they depend on existing mech-
anisms (such as Unix commands or
system calls) to obtain it.
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Advantages and disadvantages of internal sensors.

Internal sensors

Advantages

Disadvantages

Minimum delay between the gen-
eration of the information and its
use because it can be obtained at its
source.

It is practically impossible for an
intruder to modify data to hide his
tracks because data are never stored
on an external medium before the
sensor obtains them.

Cannot be easily disabled or mod-
ified because they are not separate
processes.

Network traffic and processing load
are reduced because embedded sen-
sors can look for specific pieces
of information instead of reporting
generic data for analysis. Also, they
can partially analyze the data at the
moment of acquisition.

Embedded sensors do not cause a

continuous CPU overhead because e

they are only executed when re-
quired. This makes it possible to in-
corporate a larger number of sensors
on a single host.

Because they are implemented as
part of the program they are monitor-
ing, they can access any information
that is necessary for their task.

Their implementation requires ac-
cess to the source code of the pro-
gram that needs to be monitored.
Arguably harder to implement be-
cause they require modifications to
the program being monitored. How-
ever, if the sensors are added dur-
ing development of the program, this
problem is reduced.

Need to be implemented in the same
language as the program they are go-
ing to monitor.

If designed or implemented incor-
rectly, they can severely harm the
performance or the functionality of
the program they are part of.

Harder to update or modify and to
port to different operating systems,
or even to different versions of the
same program.

Reduced portability, because the
sensors depend on the specifics of
the code where they are imple-
mented.
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example, an agent that consumes an excessive amount of resources, or an interposed
library call that incorrectly modifies its arguments). We claim that most internal
sensors can be fairly small pieces of code. Their size allows them to be extensively
checked for errors. Also, this problem would be reduced if sensors were added during

development of the program instead of afterwards.

Maintenance: External sensors are easier to maintain independently of the program they
monitor because they are not part of it. However, when internal changes to the pro-
gram occur, it can be simpler to update internal sensors (which can be changed at the
same time the program is modified) than external sensors (which have to be kept up

to date separately).

Size: Internal sensors can be smaller (in terms of code size and memory usage) than exter-
nal sensors because they become part of an existing program; thus, avoiding the base

overhead associated with the creation of a separate process.

Completeness:Internal sensors can access any piece of information in the program they
are monitoring whereas external sensors are limited to externally-available data. For
this reason, internal sensors can have more complete information about the behavior
of the monitored program. Furthermore, because internal sensors can be placed any-
where in the program they are monitoring, their coverage can be more complete than

that of an external sensor which can only look at the program “from the outside.”

Correctness: Because internal sensors have access to more complete data, we expect them
to produce more correct results than external sensors, which often have to act based

on incomplete data.

External sensors are better in terms of ease of use and maintainability whereas internal
sensors are superior in terms of monitoring and detection abilities, resilience and host im-
pact. Both types of sensors can be used in an intrusion detection system to take advantage

of their strengths according to the specific task each sensor has to accomplish.
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We can see in Table 2.2 that a small percentage of the intrusion detection systems sur-
veyed use internal sensors and most of those were designed for detecting specific types of
attacks—the two exceptions are CylantSecure [154] which uses internal sensors for collect-
ing information analyzed externally, and pH [135], which fully implements data collection
and detection using internal sensors, and is a good example of the potential of internal sen-
sors. This can be attributed to the considerable difficulty in the implementation of internal
sensors: the monitored components themselves have to be modified. On closed-source sys-
tems, this is impossible unless the vendor provides the modifications, and on open-source

systems it can be cumbersome and time consuming.

2.2 Data analysis architectures

Intrusion detection systems are classified as centralized or distributed with respect to

how the data analysis components are distributed, as follows [137]:

DEFINITION 2.10: GENTRALIZED INTRUSION DETECTION SYSTEM
An intrusion detection system in which the analysis of the data is performed in a
number of locations that is fixed and independent of the number of monitored com-

ponents.

DEFINITION 2.11: DISTRIBUTED INTRUSION DETECTION SYSTEM
An intrusion detection system in which the analysis of the data is performed in a
number of locations that is directly proportional to the number of monitored compo-

nents.

Note that these definitions are based on the number of monitored components and not
of hosts (as has been traditionally the case), so it is feasible to have an intrusion detection
system that uses distributed data analysis within a single host if the analysis is performed
in different components of the system.

In the definitions above, Bcationis defined as an instance of running code. So for
example, an analysis component implemented in a shared library could be considered as

a distributed analysis component if the library will be linked against multiple programs,
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because each running program will execute the analysis component separately. However, if
the shared library will be linked against a single program and all the data analysis will occur
there, we would consider it as centralized analysis. So we can see that these definitions
depend not only on how the analysis components are implemented, but also on how they
are used.

Both distributed and centralized intrusion detection systems may use host- or network-
based data collection methods, or a combination of them.

Some strengths and weaknesses of centralized and distributed intrusion detection sys-
tems are shown in Table 2.5.

It can be observed from Table 2.1 that the vast majority of intrusion detection systems
surveyed use centralized data analysis. This can be attributed to the difficulty in the imple-
mentation of a distributed analysis mechanism.

Most weaknesses of distributed intrusion detection systems can be overcome through
technical means whereas centralized intrusion detection systems have some fundamental
limitations (for example, with respect to scalability and graceful degradation of service).
In the last few years, an increasing number of distributed intrusion detection systems has
been designed and built [e.g. 11, 66, 112, 137, 139].

2.3 Experiences in building a distributed intrusion detection system

AAFID [137] is a framework for distributed monitoring of hosts in a network specifi-
cally oriented towards intrusion detection. It uses a hierarchical structure of entities. At the
lowest level in the hierarchy, AAFID agents perform monitoring functions on a host and
report their findings to the higher levels of the hierarchy where data reduction is performed.

During the implementation of the AAFID system, we faced decisions regarding the
type of monitoring to use, and we experienced the limitations of indirect monitoring and of
external sensors. Even when trying to do direct monitoring, we encountered problems with
the specific techniques used to perform it. These experiences prompted us to investigate
new data collection techniques for intrusion detection.

AAFID was designed to use host-based data collection; therefore the agents run in

each host and collect data from it. Audit trails are the most abundant source of data in a
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Table 2.5

Comparison between centralized and distributed intrusion detection systems with respect
to some of the desirable characteristics described in Section 1.2.2.

Characteristic

Centralized Distributed

Reliability

A relatively small number of com- A larger number of components
ponents need to be kept running.need to be kept running.

Fault tolerance

The state of the intrusion deteGhe state of the intrusion detec-
tion system is centrally storedtion system is distributed, mak-
making it easier to recover it aftering it harder to store in a consis-
a crash, but also making it easietent and recoverable manner, but
to get corrupted by a failure. improving the chances that most

parts will survive after a failure.

Added
overhead

Impose little or no overhead onimpose little overhead on the
the hosts except for the one$iosts because the components
where the analysis componentsunning on them are smaller.
run. In those hosts a large load i¢HHowever, the extra load is im-
imposed and they may need to bposed on most of the hosts being
dedicated to the analysis task. monitored.

Scalability

The size of the intrusion detecA distributed intrusion detection

tion system is limited by its fixed system can scale to a larger num-
number of components. As théber of hosts by adding compo-
number of monitored hosts growsnents as needed. Scalability may
the analysis components will needbe limited by the need to commu-
more computing and storage renicate between the components
sources to keep up with the load. and by the existence of central co-

ordination components.

Graceful
degradation of
service

If one of the analysis componentdf one analysis component stops
stops working, most likely the working, some programs or hosts
whole intrusion detection systenmay stop being monitored, but the
stops working. Each componentest of the intrusion detection sys-
is a single point of failure. tem can continue working.

Dynamic re-
configuration

A small number of componentsindividual components may be re-
analyze all the data. Reconfig<onfigured or added without af-
uring them may require the in-fecting the rest of the intrusion de-
trusion detection system to beection system.

restarted.




24

Unix system and are the data source used by most intrusion detection systems. In the first
implementation of the AAFID system, most of the agents obtained their data from log files.
However, audit trails are an indirect data source and suffer from the drawbacks mentioned
in Section 2.1.2.

To perform direct data collection appropriately, operating system support is needed,
possibly in the form of hooks to allow insertion of checks at appropriate points in the
system kernel and its services. Lacking this support, we implemented direct monitoring

using the following mechanisms:

e Separate entities that run continuously, obtaining information and looking for intru-

sions and notable events.

This is the form of most existing AAFID agents. Some agents obtain information
from the system by running commands (suclpsfl46], netstat[144] or df [142]),

others by looking at the state of the file system (for example, checking file permis-
sions or contents) and others by capturing packets from a network interface (note
that this is not necessarily the same as doing network-based monitoring because in
most cases these agents will only capture packets destined to the local host, and not
to other hosts). Some agents have to resort to indirect monitoring by looking at audit
trails because in some cases an audit trail is the only place where information can be

obtained by an external sensor.

e Wrapper programs that interact with existing applications or utilities and try to ob-

serve their behavior by looking at their inputs and outputs.

e Wrapper libraries using library interposition [81].

Using this technique, calls to library functions can be intercepted, monitored, mod-
ified or even cancelled by the interposing library. This is a powerful technique that
can detect a wide range of attacks, but it is limited because it can only look at the data
available as arguments to each call and at the global variables of a program. It cannot

have access to any other internal data of the calling program or the called subroutine.
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All these techniques of data collection can be classified as external sensors and have
the weaknesses described in Section 2.1.4. For this reason, we started further exploration

of the use of internal sensors which formed the basis for this dissertation.

2.4 Comments about intrusion detection architectures

In this chapter, we have described some of the main architectural concepts that are used
in intrusion detection. In data collection, host-based direct monitoring using internal sen-
sors presents multiple benefits in terms of efficiency, reliability and data collection abilities.

However direct monitoring using internal sensors has been used by few intrusion detec-
tion systems, as shown in Table 2.2. This is a consequence of the implementation difficulty
of internal sensors and of the lack of studies regarding their properties and the related de-
sign and implementation issues. Also, internal sensors lack portability and increase the
cost of deployment and maintenance of the intrusion detection systems because they re-
quire dealing with the source code of each program that needs to be monitored. However,
the general idea of using internal sensors is to get as close as possible to the data sources
needed by the intrusion detection system, and are the only mechanism able to provide other
desirable characteristics, including fidelity, reliability and resistance to attacks. For these
reasons, it is important to explore their capabilities and limitations.

In data analysis, a distributed architecture provides multiple benefits in terms of scal-
ability, reliability and efficiency. This is the reason why through the years, intrusion de-
tection system research and development has tended towards working on distributed sys-
tems [7].

Note that distributed intrusion detection systems are usually associated with operation
on multiple hosts. However, according to the definitions given in this chapter, the compo-
nents of a distributed intrusion detection system do not necessarily have to be in different
hosts. If multiple parts of a single host are being monitored, and the data analysis com-
ponents reside on different parts of the system, they could be considered as a single-host
distributed intrusion detection system.

This chapter is organized around the distinction between the data collection and data

analysis steps. Conceptually, this distinction is useful for analysis and for reasoning about
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the intrusion detection process. Its usefulness has been shown in efforts to model the intru-
sion detection process [7] and intrusion detection systems [111].

In practice, essentially every intrusion detection system has followed this separation by
making data collection and analysis two distinct steps separated in time and often in space.

However, this separation has the following shortcomings:

e It creates a window of time between the generation and the use of data. This can
cause inconsistencies between what the intrusion detection system “sees” and the
state of the system at the time the data is analyzed. It also increases the possibility that
the data get modified before the intrusion detection system analyzes them, either by
accident or malicious action. Furthermore, it reduces the timeliness of the reactions
of the intrusion detection system: by the time it analyzes the data and reacts to an

intrusion, it may be too late to do anything about it.

¢ It lengthens the path through which the data has to flow between its generation and
its use. This increases the amount of traffic in the system (within the host or over the
network), reducing the scalability of the intrusion detection system. It also increases
the time between the generation and use of the data and brings along all the problems

described in the previous item.

For these reasons, in practice, the data collection and analysis steps should be as close
together as possible.

The rest of this dissertation describes a distributed architecture based on internal sen-
sors that addresses many of the problems mentioned above and has significant beneficial

properties with respect to the desirable characteristics described in Section 1.2.2.

2.5 Related work

The lack of adequate audit data for intrusion detection was documented by Price [114],
showing that most intrusion detection systems in existence today operate with incomplete
data, which are insufficient to support adequate detection. Internal sensors are able to
overcome limitations in auditing systems by performing direct monitoring and completely

skipping the operating system’s auditing system.
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The work by Crosbie and Spafford [33, 35] provided the foundation for using a large
number of small independent components in intrusion detection. This work also provides
an idea of how internal sensors could become more complex entities when necessary. They

could even learn or evolve as they capture data about their environment.

The analysis of system call sequences to detect intrusions proposed by Forrest et al.
[49] is a technique that lends itself naturally to be implemented using internal sensors. This
was demonstrated in practice by the further development of the pH system based on that
technique [135], which is implemented almost completely inside the Linux kernel. The
pH system also responds to attacks by slowing down or aborting system calls, showing
the potential that internal sensors have for providing not only detection but also response
capabilities.

The collection of data using specialized mechanisms for detecting certain vulnerabili-
ties in a Unix kernel was described by Daniels and Spafford [37]. That work focused on
low-level IP vulnerabilities, and described the generation of new audit events (which could
be classified as internal sensors) and the implementation of methods for detecting certain

vulnerabilities.

Erlingsson and Schneider [47] described the useefgfrence monitorgo monitor the
execution of a program. The reference monitors they describe are implemented as code
that evaluates a security automaton and is inserted automatically before any instruction that
accesses memory. These reference monitors could be considered as internal sensors that
check for generic violations of policy. The monitors also halt the program when a violation

is detected, so it can be considered as a reactive intrusion detection system.

The concept of application-level intrusion detection has been described by Sielken
[131], who discussed advantages of the approach from a theoretical standpoint. We agree
with the advantages that application-specific monitoring can provide for intrusion detec-
tion. Internal sensors are an ideal tool for this purpose because they can be embedded into

any program, whether it is a system program or a user-level application.

The idea of using library interposition for intrusion detection, as described by Kuper-

man and Spafford [81] was a first step in doing direct data collection for intrusion detec-
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tion. We classify it as a form of external sensors, but we think it can be further developed
to provide good application-specific intrusion detection by, for example, tailoring inter-
posed libraries to specific applications, or combining data generated by interposed libraries
with data provided by internal sensors to get a complete picture of what is happening in a
program.

As shown in Table 2.2, few intrusion detection systems have been developed using
internal sensors. CylantSecure [154] utilizes internal sensors but only in the form of coun-
ters whose values are used to build a profile of program behavior. The values reported by
the sensors are analyzed and profiled by an external program. The LIDS [68] and Open-
wall [105] projects have developed kernel patches for Linux [10] that prevent certain op-
erations defined as “dangerous.” These patches add checks that constitute internal sensors,
but are specifically tuned for preventing those operations.

Another example of the use of internal sensors is FormatGuard [31]. This is a spe-
cialized tool for detecting and preventing format-string-based buffer overflows [98, 127].
By recompiling the affected programs, code is inserted for checking when a format string
attack is attempted against any of the functions instrumented. These pieces of code con-
stitute internal sensors that detect attacks in a distributed fashion (because even within a
single host, the “data analysis” is done by the sensors at each monitored component). For-
mat string attacks are difficult to detect, and FormatGuard is one clear example of one of the
advantages of internal sensors over external sensors: They can access internal information
of the monitored component and can even add or re-implement functionality or information

as needed to aid in the detection.



29

3. AN ARCHITECTURE FOR INTRUSION DETECTION BASED
ON INTERNAL SENSORS

Internal sensors have many characteristics that make them well-suited for performing host
monitoring and intrusion detection, as described in Section 2.1.4. In this chapter, we de-
scribe an architecture for intrusion detection called ESP (feonibbedded Sensors Projgct

with the following main characteristics:

¢ Internal sensors are the main data collection component.

e It provides for distributed, localized data reduction through the use of embedded

detectors.

e It also contemplates the existence of external sensors when necessary for data pro-

cessing and higher-level operations.

The ESP architecture could be classified in the [Distributed, Distributed] cell of Ta-
ble 2.1 and in the [Direct/Host-based internal, Distributed] cell of Table 2.2.

3.1 Embedded detectors
The ESP architecture uses embedded detectors as a mechanism for localized data re-

duction.

WORKING DEFINITION 3.1: EMBEDDED DETECTOR

An internal sensor that looks for specific attacks and reports their occurrence.

Embedded detectors should exist in the code at the point where an attack can be detected
by using the data available at that moment. If implemented correctly, detectors are able to

determine whether an attack is taking place by performing simple checks.
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1 char buf[256]; 1 char buf[256];

2 strepy(buf, getenv("HOME")); 2
3 if (strlen(getenv("HOME"))>255) {
4 log_alert("buffer overflow");
5 }
6 }
7  strcpy(buf, getenv("HOME"));

Code before inserting detector Code after inserting detector

Figure 3.1. Example of code vulnerable to a buffer overflow before and after inserting an
embedded detector. On the right, lines 2—6 form the embedded detector.

Because of their detection abilities, embedded detectors are a mechanism for perform-
ing localized data reduction. This is particularly important in a distributed intrusion detec-

tion system for reducing the amount of data generated by the system.

3.1.1 How embedded detectors work

Figure 3.1 shows an example of a simple embedded detector. The code on the left
is potentially vulnerable to a buffer-overflow attack [2] because the value of the HOME
environment variable is being copied to a buffer without checking its length. On the right,
lines 2—6 have been added and constitute an embedded detector. This detector computes
the length of the HOME environment variable. If it is longer than the buffer into which
it will be copied, the detector generates an alert. This example assumes that the function
log _alert has been defined elsewhere. The string “buffer overflow” is shown only as an
example—in a real detector, a more descriptive message should be provided.

This example gives an idea of how embedded detectors work in general: they look at
the information available in the program to determine if an attack is taking place. If such a
condition is found, an alert is generated.

The example in Figure 3.1 does not try to prevent the overflow from happening. It only
reports its occurrence, as per our definition of embedded detector. Potentially, embedded
detectors could try to stop the intrusions they detect. For example, our sample detector
could cut the HOME environment variable to 255 characters to ensure that it will fit in the

allocated buffer. However, the effects of detectors modifying data or altering the program
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flow are much harder to analyze. Our current work has focused on detection and not on

reaction.

3.1.2 Relationship between internal sensors and embedded detectors

The difference between an internal sensor and an embedded detector is that sensors can
observe any condition in a program and report its current state or value; whereas a detector
looks for specific signs of attacks (Figure 3.2(a)). Embedded detectors are a specialized

form of internal sensors.

Conceptually, an embedded detector can be considered as an internal sensor with added
logic for detecting attacks, as shown in Figure 3.2(b). In some cases, the internal sensor
is clearly differentiable in the code. For example, a detector for port scans [52] bases its
decision on a sensor that keeps track of connections to ports and reports their number and

sources.

In other cases, the internal sensor is implicitly built into the embedded detector and
its value is immediately used to take a decision. For example, a detector for a Ping-of-
death [16] attack can check the size of a ping packet by comparing a variable against a
certain threshold and emitting an alert if it is larger. In this case, the conceptual “sensor”
would be the act of reading the value of the variable, and the “detector” portion would be

the comparison of the value against a threshold.

This difference between the data collection and data analysis portions of an embedded
detector can be significant in practice. In some cases, data from a single internal sensor—
for example, the accumulated non-requested packets that have been received from a host—
can be used by multiple detectors to look for different attacks (Figure 3.2(c)). It is also

possible that a single detector collects data from multiple sensors (Figure 3.2(d)).

As mentioned in Section 2.4, the data collection and data processing phases of the
intrusion detection process should be as close together in time and space as possible. For
this reason, most embedded detectors should be of the type in which the sensor and the

detector are tightly coupled together.
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Program Program

S -

(a) Sensors generate values; detectors generate alerts.

Embedded detector

Internal sensor Logic for
(implicit or explicit) detection

(b) Conceptual structure of an embedded detector.

Detector

Sensor Detector

Detector

(c) One sensor can provide data to multiple detectors.

Sensor

Sensor Detector

Sensor

(d) Multiple sensors can provide data to a single detector.

Figure 3.2. Relationships and differences between internal sensors and embedded
detectors.
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3.1.3 Stateless and stateful detectors

One of the distinguishing characteristics of internal sensors (and of embedded detectors
by extension) is that they can be placed at any point in the monitored component. Ideally,
they should be placed at the point at which the information needed to detect an attack is
readily available.

However, there are some cases in which a detector may need to collect information over
a period of time to detect an attack. One example is the detection of port scans. A port scan
cannot be signaled at the first packet received from a host because other packets could be
on their way, and they should be observed to make a proper determination about the type
and scope of the port scan that is taking place. So the detector (or its associated sensor)
needs to accumulate information about packets that have been received from other hosts.
When enough evidence is accumulated, an alert should be produced.

Considering this possibility, embedded detectors are classified in two groups:

WORKING DEFINITION 3.2: STATELESS EMBEDDED DETECTOR
A detector that bases its decisions solely on information present in the program at
the time of evaluation, or that can be obtained from the system at the moment it is

needed.

WORKING DEFINITION 3.3: STATEFUL EMBEDDED DETECTOR
A detector that adds information to the program for the purpose of detection. It may

decouple data gathering and evaluation into two separate tasks.

This classification has an impact in the way sensors are designed and implemented.
Stateless sensors are usually short because they check for an existing condition. Stateful
detectors almost always add additional state-keeping code, and the state kept is used later
for the detection.

In many cases, a stateful detector has a clearly differentiable internal sensor associated

with it as discussed in Section 3.1.2.
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1 char buf[256]; 1 char buf[256];

2 strncpy(buf, getenv("HOME"), 2

3 sizeof(buf)); 3 if (strlen(getenv("HOME"))>255) {
4 log_alert("buffer overflow");
5 }
6 }
7  strncpy(buf, getenv("HOME"),
8 sizeof(buf));

Code before inserting detector Code after inserting detector

Figure 3.3. Example of code not vulnerable to a buffer overflow before and after inserting
an embedded detector. On the right, lines 2—6 form the embedded detector.

3.1.4 Strengths and weaknesses of embedded detectors

Using embedded detectors in an intrusion detection system has the advantages and dis-

advantages mentioned for internal sensors in Table 2.4.

Additionally, embedded detectors can look for attempts to exploit a vulnerability in-
dependently of whether the vulnerability actually exists in the host where the detector is
running. For this reason, embedded detectors can detect attacks against vulnerabilities that
have already been fixed, or even that are specific to a different platform or operating sys-
tem. For example, a detector in a Unix system could detect attacks specific to Windows
NT. In this manner, embedded detectors can be used to implement a “universal honeypot”
(a honeypot is the name given to a host that is connected to a network with the purpose
of allowing attackers to explore it, usually with the objective of studying the attacker in
action). This feature is used in this dissertation for exploring the detection of intrusions

over multiple architectures and platforms.

Figure 3.3 shows code similar to the one in Figure 3.1, but this code is not vulnerable
to a buffer overflow because tistrncpy function is being used. However, the same
detector can be added to this code as shown on the right side of Figure 3.3. This example
shows how embedded detectors can exist even in code that is not vulnerable to the attacks

for which the detectors look.
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Another advantage of embedded detectors is that they can use the existing defense
mechanisms of the monitored component (for example, if the program already looks for

malicious activity) and combine them with detection.

3.2 The ESP architecture

The ESP architecture consists of three classes of components:
¢ Internal sensors and embedded detectors.

e Per-host external sensors

¢ Network-wide external sensors

3.2.1 Internal sensors and embedded detectors

These are the lowest-level components of the architecture. Internal sensors are used for
direct monitoring of a host, and embedded detectors are used for performing localized data
analysis in which certain types of intrusions are detected.

This layer of the architecture is its main distinguishing characteristic, and its study is
the main subject of this dissertation.

3.2.2 Per-host external sensors

Although embedded detectors are able to detect a significant number of attacks, there
are some attacks that may require a higher-level analysis by observing data generated by
multiple internal sensors and embedded detectors, or even possibly data observed using
other types of sensors.

For this reason, the ESP architecture allows for a layer of components running on each
host that perform these higher-level operations. The number, structure and function of
these components are left unspecified. However, it is feasible to imagine using ideas and
components from other existing intrusion detection architectures [e.g. 97, 137] for this

function.
3.2.3 Network-wide external sensors

To operate in a network environment, an intrusion detection system needs to be able to

correlate information from multiple hosts. For this reason, the ESP architecture also allows
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for a layer of components that monitor the operations on multiple hosts and receive data
from per-host external sensors or possibly even from network-based sensors.

The organization and specific functions of these components are outside the scope of
this dissertation which focuses on the internal sensors layer. The use of network-wide
monitoring components has been studied in other intrusion detection architectures [e.qg.
97, 133, 137], and many of those concepts could potentially be applied to an ESP-based

intrusion detection system.

3.3 Distinguishing characteristics of the ESP architecture

An implementation of the ESP architecture is described in Chapter 4 and is used to test
the validity of the Thesis Hypotheses described in Section 1.4. In this section, the distin-
guishing features of the ESP architecture are discussed. They are related as appropriate
with the desired characteristics of an intrusion detection system (Section 1.2.2) and with

the drawbacks of the ESP architecture.
3.3.1 Types of data observed

ESP is fundamentally different from other intrusion detection systems in that it does
not observe network packets or audit trails. By being part of the programs that are moni-
tored, embedded detectors can obtain all the information that could be obtained from those
sources plus more information that is not available from them. The data on which an ESP

intrusion detection system bases its decisions is a combination of the following elements:

e The execution flow of the program being monitored as reflected by the location of

the detector.

e The data being used by the program as stored in the variables and data structures

available to the detector.

e Other system and program state that can be obtained by the detector.

By performing direct monitoring, ESP has all the advantages described in Section 2.1.2.

When compared to other intrusion detection techniques that observe program behavior [e.g.
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65, 66], ESP has the advantage of being able to observe the internal data and state of the
program and not only its externally observable behavior.

These advantages come at the cost of losing generality in the implementation of the
intrusion detection components. Detectors are built specifically for looking at certain data
in certain locations, and the only way of porting them to some other location is to rewrite
the code. Without a formal analysis, it is difficult to guarantee completeness of the data
that is analyzed by the detectors in a practical implementation. However, as will be shown
in Section 5.2, it is possible to build embedded detectors able to look for generic signs of
malicious activity, regaining some generality.

Compared to other generic intrusion detection systems that use internal sensors [e.g.
36], ESP has the advantage that each embedded detector is optimized for the tasks it per-
forms. The data it produces does not need (in the general case) to be post-processed to
detect intrusive behavior.

Although ESP detectors look for specific actions that indicate intrusive activity, they do
not necessarily have to be tied to a specific attack. As will be shown in Chapter 4, detectors
can be built both for detecting specific attacks and for detecting generic intrusive activity;
therefore being able to detect both known and new attacks.

Finally, because all the data is being observed from within the program that uses it,
embedded detectors are able to examine information that would normally be unavailable.
One example would be data that is only decrypted in memory while the program is run-
ning. This improves the completeness of the data that is available to the intrusion detection
system.

These characteristics relate to desirable characteristic #8 and potentially to # 7 (see
Section 1.2.2).

3.3.2 Tighter coupling between event collection and event analysis

As mentioned in Section 2.4, data collection and data analysis have traditionally been
two clearly distinguishable, loosely coupled steps of the intrusion detection process.

The use of embedded detectors reduces this distinction because in most cases the data

used for detecting attacks is not composed of discrete events that are collected and later
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analyzed, but of the factors described in Section 3.3.1. Therefore, ESP has the ability
of not only performing matching operations on the data it receives but is able to actually
examine the actions involved in the execution of the program.

The tighter coupling between data collection and analysis allows the detector to make
a better determination about the occurrence of an attack and reduces the length of the
path that the data has to traverse between its generation and its use; therefore it reduces the
possibility that the data could be modified, destroyed or otherwise disrupted before they are
used by the analysis components of the intrusion detection system. This aids in obtaining
desirable characteristics #3 and #8.

Note that in some cases, it might be impossible to detect an attack using information
available to a single embedded detector. In those cases, it is advisable to use internal
sensors to generate data, and perform the analysis using components that have access to
data provided by multiple internal and external sensors. Also, preservation of data may also
be necessary for forensic purposes or for analyzing long-term events. Embedded detectors
are not intended to replace other forms of data collection and analysis, but to provide a
mechanism for performing localized data reduction when appropriate.

3.3.3 Intrusion detection at the application and operating system level

Application-based intrusion detection systems [131] can detect high-level attacks and
are a good complement to network-based and operating-system—based intrusion detection
systems.

The ESP architecture can be used to perform intrusion detection at the application,
operating-system and network levels. In general, embedded detectors can be implemented
at any point in the system depending on where the information that identifies malicious
activity is available.

This flexibility helps in obtaining desirable characteristics #1 and #8.
3.3.4 Size of the intrusion detection system

Embedded detectors can be written to look specifically for the pieces of information
that they need to perform the detection without having to go through a generic process of

event collection and analysis. This makes it possible for the lowest-level components in the
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ESP architecture to be highly optimized to their task and in most cases to be simple and
short.
The small size of the sensors and detectors provides the ESP architecture with desirable

characteristic #4.

3.3.5 Timeliness of detection

Embedded detectors can be located at the point where an intrusion would have an ad-
verse effect, or at the point at which the malicious behavior can first be detected. This al-
lows the ESP architecture to detect problems before they happen (or while they are happen-
ing) and creates the possibility of taking preemptive report, control and response actions.
Although not discussed in this dissertation, it is conceivable that the intrusion detection
system could also stop the intrusions before they cause any damage. This could be done by
modifying the data that the program is using, by altering its state, or in extreme cases, by
stopping or killing the program itself.

The timeliness of detection relates to desirable characteristics #1 and #8c.
3.3.6 Impact on the host

Embedded detectors in the ESP architecture are intended to perform simple checks to
determine whether an attack is taking place. For this reason, they can have low impact on
the host they are monitoring. For the same reason, it is possible to have a larger number of
detectors in a host, increasing detection capabilities without imposing a large overhead.

However, note that because sensors and detectors can exist anywhere in the monitored
components (even in critical sections of the code), a defective or poorly implemented de-
tector has the possibility of significantly harming performance or reliability.

If properly implemented, the internal sensors and embedded detectors of the ESP ar-
chitecture can obtain desirable characteristic #4.
3.3.7 Resistance to attack

At the lowest data collection and analysis level (that of the internal sensors and the em-
bedded detectors), the ESP architecture is completely integrated into the monitored com-
ponents, and there are no separate processes that belong to the intrusion detection system

running on the host. For this reason, such an intrusion detection system is less vulnerable to
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tampering or disabling by an intruder. To disable the intrusion detection system, an attacker
would have to disable the monitored component. Although this potentially constitutes an
attack unto itself, it makes it impossible for the intruder to tamper with the monitored com-
ponent to make it act in an unauthorized way (for example, by increasing its privileges)
without being detected.

This high level of integration with the monitored components helps the ESP architecture
to obtain desirable characteristic #3.

Because the monitored components have to be modified, the cost of implementation for
an intrusion detection system that uses the ESP architecture may be higher than that for
one which uses only external sensors. If the intrusion detection system is implemented on
an existing system, the source code must be available, and the implementer needs to study
and understand the source code before making any modifications. Ideally, ESP sensors and

detectors should be incorporated into a program during its development.
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4. THE ESP IMPLEMENTATION

This chapter describes the details of the implementation of a prototype intrusion detec-
tion system based on the ESP architecture. This prototype uses embedded detectors and

constitutes the main testing and analysis platform for this dissertation.

4.1 Purpose of the implementation

The two hypotheses that underlie this dissertation (Section 1.4) are practical in nature.
First, they intend to show that it is feasible to build an intrusion detection system using the
ESP architecture. Second, it can be used to detect both known and new attacks. Therefore,
an implementation was a center point for the development of this dissertation and was used
both for practical verification of the intended features of the architecture and for aiding in
reasoning about and experimenting with its characteristics.

The ESP implementation was also used to confirm the possibility of building both spe-
cific and generic detectors.

In the rest of this chapter, the term “detector” is used to mean both internal sensors and

embedded detectors except when explicitly stated otherwise.

4.2 Specific and generic detectors

Related to the ESP implementation, the concepts of specific and generic embedded

detectors are introduced.

WORKING DEFINITION 4.1: SPECIFIC DETECTOR

An embedded detector designed to detect one specific attack.

WORKING DEFINITION 4.2: GENERIC DETECTOR
An embedded detector designed to look for signs of intrusive activity that can be

used to detect a group of attacks with certain common characteristics.
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For example, a detector implemented indpectprogram that looks for long command-
line arguments in an attempt to exploit buffer overflows in that program would be consid-
ered a specific detector. A detector implemented in the Unix kernel that looks for long
command-line arguments passed to any program is considered a generic detector, and it

would detect not only the attacks agaiegict, but also against other programs.

The efficacy of generic detectors is one of the main premises of this dissertation because
they enable ESP to detect previously unknown attacks. The overall methodology was to
start by implementing different specific detectors. The expectation was that through this
implementation, some patterns would start to emerge, and those patterns would lead to the

creation of generic detectors.

4.3 Sources of information

We used the CVE (Common Vulnerabilities and Exposures) database [21, 89] as a
source of attacks for the implementation of specific detectors. The CVE is a database that
has been widely adopted by the intrusion detection community as a naming convention for
vulnerabilities and attacks against computer systems. It does not provide a classification or
taxonomy, but a unique identifier for each entry, pointers to sources of information, and a
best-effort guarantee that no duplicate entries exist in the database. Furthermore, itincludes
entries corresponding to multiple computer architectures, operating systems and types of
vulnerabilities. Because of these features, it can be used as a fairly complete, diverse and

recognized list of known vulnerabilities and attacks.

The specific detectors implemented map directly to entries in the CVE. Linking each
detector to a CVE entry facilitates discussion and reference, and ensures that no repeated
detectors are implemented. For the ESP prototype implementation, version 20000712 of
the database was used. This version of the CVE was published on July 7 of 2000 and

contained 815 records.

Detailed information about each CVE entry, including exploits, was gathered from

common sources on the Internet [e.g. 13, 106, 122, 130, 155].



43

As a special case, we implemented detectors for different variants of port scanning [52].
Port scans are not considered attacks by themselves but are commonly a prelude to an

attack; therefore they are useful to detect. Port scans do not have CVE numbers.

4.4 Implementation platform

The detectors in our prototype have been implemented in OpenBSD [103]. This version

of the Unix operating system was chosen for the following reasons:

e The source code is available, which makes it easy to instrument the detectors both in
the kernel and in system programs. Extensive documentation is available [87, 140]

about the internals of the kernel.

e The OpenBSD source code is managed and distributed as a single directory tree.
This makes it more manageable than Linux, for example, where the source code for
different components of the operating system is distributed as separate packages. The
OpenBSD source tree closely mimics the layout of the system itself, making it easy

to locate the code for different programs and subsystems.

e The OpenBSD project is known for its attention to security and has gone through an
extensive code security audit process. Most of the security problems for which detec-
tors were implemented had already been fixed in OpenBSD. Looking at the security
patches and at the change log for each file made it easier to locate the portions of
code where the problems existed, and helped in determining where the detectors for
each attack had to be placed. In some cases the code that fixed the problem could be
identified, helping in the determination of where to put the detector code for produc-
ing a notification. Additionally, because the problems themselves no longer existed,
it was easier to try attacks against the instrumented system without worrying about

the adverse effects they could have on the host.

As described in Section 3.1.4, although OpenBSD was used as the implementation
platform, we were able to build detectors for attacks that are specific to other platforms, or

for exploitations of vulnerabilities that have already been fixed in OpenBSD. Furthermore,
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because most of the detectors were implemented with simple modifications or additions
to existing code, they should be relatively easy to port to other systems without extensive
redesign, particularly for other Unix-like systems.

For the particular implementation described in this document, the platform used was

OpenBSD 2.7 running on a computer with an Intel processor.

4.5 Reporting mechanism
All the detectors need a mechanism for generating reports when they detect an attack.

The following characteristics were determined to be desirable for the reporting mechanism:

Exclusivity: The reporting mechanism used by the embedded detectors should not be used
by any other system in the host. This ensures that detector reports can be obtained

from a single source without having to filter extraneous messages.

Efficiency: Because large numbers of embedded detectors will exist in a host, the reporting
mechanism needs to use a minimum of resources in terms of memory and CPU. Also,

reports need to be available as soon as possible after a detector generates them.

Note that because embedded detectors only generate reports when they detect an

attack, the generation of reports should be a relatively rare event on a normal host.

Security: It should be difficult for an attacker to disrupt the reporting mechanism, either
by inserting invalid messages, or by intercepting or modifying the messages that

detectors generate.

We considered the intra-host communication mechanisms described by
Balasubramaniyan et al. [8], but decided against them primarily because of the overhead
they require and because they are geared towards exchanging messages between separate
processes. For our purposes, we needed a mechanism for all the different detectors to pro-
duce messages that could then be accessed by a higher-level mechanism and that satisfied
the requirements given above.

We decided to implement the reporting mechanism for embedded detectors as a new

system call in OpenBSD and to base it partially on the kernel-messaging mechanism that
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already existed in the operating system. It is implemented by a circular buffer in kernel
memory. Messages are written to the buffer using a new system call ealedog , and

read through a new device call&tkev/esplog

This mechanism satisfies the requirements we set almost completely. It is exclusive to
the detectors because it is completely separate from all other logging mechanisms in the
host. Also, it is efficient for generating messages from detectors within the kernel because
the call happens within the kernel context, and the only operation performed is copying the

message to the buffer. When called from user-level processes, a context switch occurs.

The messages are stored inside kernel memory, so they cannot be modified by an at-
tacker unless it has root privileges, and even then, it is a complex task to locate the buffer
within the kernel memory and overwrite the messages. Furthermore, messages disappear
from the buffer when they are read, so if an intrusion detection system is constantly reading

the messages, they exist in kernel memory for only a short period of time.

With respect to access control, thiev/esplog  device provides exclusive access,
so that only one process can read it at a time. Therefore, if an intrusion detection system
opens the device and never closes it, no other processes can access the messages generate
by the detectors. Moreover, messages are never stored on a disk file or any other external
storage medium from the moment they are generated until they are read by an external

process.

This mechanism also has some drawbacks. User processes need to make a system call
(causing a context switch) when they need to generate a detector message, which may have
a negative impact on performance. Additionally, there is no fine-grained access control
in the current implementation of the reporting mechanism both for reading and for gen-
erating messages. This results in two problems. First, if an attacker manages to open
the/dev/esplog  device before the intrusion detection system, he will be able to read
messages generated by the detectors. Second, any program can generate messages, SO i
is possible for an attacker to generate bogus messages to interfere with authentic detector

messages.
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Note that these drawbacks are limitations of our current implementation of the de-
tector reporting mechanism and not of the ESP architecture itself. Mechanisms such as
rate-limiting on messages and capability-based access control [109] could be employed to
address these problems in future implementations.

Access tothesp _log system call and some other utility functions is provided through
a library we implemented for this purpose, calldesp . A full description of the func-

tions in thelibesp library is provided in Appendix B.

4.6 Methodology for implementation of detectors

We followed a consistent methodology for the implementation of all the specific detec-

tors:

1. Select a detector to implement. In the case of specific detectors, this corresponded
to selecting an entry from the CVE database. Most entries were selected at random

from the CVE to ensure coverage of different types of attacks.

2. Determine the applicability of the detector (see Section 4.7) to the implementation

platform. If the entry is determined to be non-applicable, return to step 1.

3. Obtain information about the entry, including advisories, exploit scripts, patches
and workarounds, etc. The first step was to check the references provided with the
CVE entry, followed by consulting other sources of information as described in Sec-
tion 4.3.

4. Determine if the attack corresponding to this entry would be detected by an existing
detector. In this case, mark it as “detected by” the existing detector and return to

step 1.

5. Examine the source code of the affected program, and determine where the vulner-
ability occurs. This was usually the most time-consuming step because it involved

studying and understanding the source code of the program.

6. Implement the detector. Once the vulnerability was understood the code for the de-

tector was added and the program was recompiled and tested.
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In some cases, the new detector can be implemented by extending the functionality
of another existing detector (for example, by adding code to check for a different
but similar case). In this case, the new detector is marked as “implemented by” the

existing detector.

Generic detectors were constructed as they became apparent during the implementation
of the specific detectors. For example, after a few specific detectors were built for checking
the length of command-line arguments in different programs, a generic detector for check-
ing the length of command-line arguments in the whole system became apparent and was

implemented.

4.7 Applicability of CVE entries

The CVE contains records for vulnerabilities and attacks of a wide variety of types, in-
cluding coding errors, race conditions, configuration errors, and unsecure features of soft-
ware. Also, it includes entries affecting a wide variety of operating systems and platforms,
including multiple versions of Windows and Unix, as well as platform-specific vulnerabil-

ities for routers, switches and other devices.

Therefore, it is clear that not all CVE entries are applicable for implementation of de-
tectors in the chosen implementation platform. From the CVE entries selected at random,

we accepted as implementable those that satisfied any of the following conditions:

e The CVE entry corresponds to an attack that can be launched against an OpenBSD
system with reasonable ease. This includes, for example, attacks that are launched
using any standard Unix command. It also includes many web-based attacks because
those can be launched against any web server, independent of the platform in which

it runs.

e The CVE entry corresponds to a program that exists in the OpenBSD ports collec-
tion [104], or that can be compiled and installed on OpenBSD without extensive

porting effort.
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e The CVE entry corresponds to a vulnerability that is clearly described and whose
operation could in theory be observed and understood on an OpenBSD system even

when the specific affected programs do not exist in OpenBSD.

These criteria allow for the selection of CVE entries corresponding to a wide variety of

operating systems and platforms.

4.8 Design and implementation considerations for detectors

We developed a few guidelines for the design and implementation of embedded detec-
tors. These guidelines help to improve the maintainability and usefulness of the detectors.

Once an intrusion is detected, it would be relatively easy for the detector to react to it,
possibly even modifying the behavior of the program under attack. However, for research
purposes, the effects of detectors modifying the behavior of a program is harder to analyze,
so we decided to use the detectors only as observers. For this reason, an early design
decision was that detectors must not interfere with the program to which they are added.
This means that they do not have to modify any data that the program uses, nor alter its
flow in any way. We refer to this guideline as “the prime directive for detectors” [102].

To make them more understandable and easier to maintain, detectors must be as short
and unfragmented as possible. This means that detectors should not perform any unnec-
essary actions. In most cases, because detectors only need to test for certain specific con-
ditions, this is possible to achieve. There are some detectors that need to keep a certain
amount of state to compare between different points in the program. In those cases detec-
tors must be composed of more than one code fragment, but they should be easily identifi-
able.

We should be careful to notice cases in which the detector already exists in the program—
for example, many modern operating systems include code to detect SYN Flood [126]
attacks—to avoid adding unnecessary code to the system.

To facilitate testing and deployment, detectors must be configurable at compile time.
This means that the inclusion of the detectors into the program must be a compile-time op-
tion. We usually achieved this in C programs using approp#dtef directives, which are
set from the program®akefile . We decided to use different labels for each detector, so
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they can be enabled or disabled individually. Our convention was to use macros of the form
ESPID, wherelD is the identifier of the detector. For example, the code corresponding to

the detector for entry CVE-1999-0103 is surrounded by:

#ifdef ESP_CVE_1999 0103
code for the detector
#endif

The ESPCVE_1999 0103 macro must be defined in thakefile  for the detector to be
compiled.

Finally, to increase their effectiveness, detectors should look for exploitations of the
general vulnerability that allows the intrusion to take place. However, during our devel-
opment we have found that in some cases it is difficult to differentiate between normal
behavior of a program and its behavior under attack. This is particularly true when the
detector is being implemented in a version of the program in which the vulnerability has
been fixed. In these cases, we have resorted to some heuristics to detect attacks, such as
examining the data involved and comparing it with the data used by common attack scripts

for the corresponding entry.

4.9 Naming, testing and measuring detectors

Each detector is given a unique identifier. For detectors inspired by CVE entries, this
identifier is the corresponding CVE name. CVE names consist of the string “CVE”, the
year in which the entry was added to the database and a four-digit number separated by
dashes. For example, “CVE-1999-0016" and “CVE-2000-0279” are valid CVE names.

For other detectors (particularly generic detectors), the identifier consists of the string
“ESP” followed by a descriptive name, all in capital letters, with the words separated by
dashes. For example, “ESP-PORTSCAN” and “ESP-TMP-SYMLINK” are valid identi-
fiers.

During the initial implementation process, each detector implemented was tested by
launching the corresponding attack against the host in which the detector was implemented
and verifying that it detected the attack correctly. The trail of messages generated by the de-
tectors was monitored continuously, and when false positives occurred, the corresponding

detectors were tuned to prevent them, whenever possible.
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An important aspect of the ESP detectors is their small size, so we were interested in
measuring them. Initially, we considered lines of code as a measure of detector size, but
discarded it because of its subjectivity. Instead, the unit we used for measuring detector size
was the “number of executable statements added to or modified in” (ESAM) a program to
implement the sensor or detector. The definition of “executable statement” was used as
provided in the Source Code Counting Rules described by Jones [72] and as implemented
by Metre [85].

For example, the detector shown in the right side of Figure 3.1 has an ESAM count of 2
because thé statement and the call tog_alert() each count as 1 executable statement.

As a measure of the “fragmentation” of each detector’s implementation, we used the
number of Blocks of Code Added or Modified (BOCAM). For example, the detector shown

in Figure 3.1 has a BOCAM count of 1, because all its code is in a single contiguous block.

4.10 Relationships between detectors
There are two main relationships that can exist between detectors. These relationships
were extracted from observations made during the implementation of the ESP prototype.
The “detected by” relationship exists between detectors A and B (in the form *A is
detected by B”) when the attack corresponding to detector A is also detected by B. This
relationship exists mainly when B is a generic detector.

When detector A is detected by B, we also say that detector B “covers” detector A.

WORKING DEFINITION 4.3: COVERAGE OF A DETECTOR

The coverage of a detector is the number of other detectors it covers.

During the implementation, we made the following observations about the “detected

by” relationship:

1. Itis transitive. If A is detected by B, and B is detected by C, then A is also detected
by C.

2. Not all detectors are covered by some other.

3. A detector can be covered by more than one other detector.
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4. Multiple detectors may be covered by a single one.

5. If detector A is covered by B, A does not have code of its own in the implementation.
The exception to this rule is when A was implemented first, in which case it will have

code of its own in addition to being detected by B.

The second main relationship we observed between detectors is “implemented by.” It
exists between detectors A and B (in the form “A is implemented by B”) when detector
A is implemented by adding code to a previously existing detector B. This relationship
usually occurred between two detectors that correspond to closely-related intrusions, so
that existing code could be extended to detect a new attack.

During the implementation of the ESP prototype, we made the following observations

about the “implemented by” relationship:

1. Not all detectors are implemented by some other.
2. Multiple detectors may be implemented by a single one.
3. A detector was never implemented by more than one other detector.

4. If detector A is implemented by detector B, there will be some code in detector B
corresponding to A. This code was normally counted as belonging to detector A. For
example, if detector A was implemented by adding two statements to the existing
code of detector B, the ESAM count of A is 2, and assuming those statements are
contiguous, its BOCAM count is 1 (A's code block is counted additionally to the

BOCAM count of B).

4.11 Recording information about sensors and detectors

During the implementation of the ESP detectors, we found the need to document in
detail the process by which the detectors were implemented and their characteristics. Ini-
tially, free-form text files were used, but it soon became apparent that a more structured
format was necessary for later analysis. Furthermore, some characteristics of the detectors
are measurable or can be described using discrete values—for example, whether a detector

is stateless or stateful.
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For this purpose, we developed an XML [12, 58] representation of information about

ESP detectors. This representation includes measurable and discrete information such as

the following:

Identifier of the detector.
Size of the detector in different units (ESAM and BOCAM).
Type of the detector (Stateless or Stateful).

Requirements of a detector (other detectors or programs that need to be present for

the detector to operate).

“Detected-by” and “Implemented-by” relationships (see Section 4.10).
Classification of data sources.

Description of the format of the messages produced by the detector.

Source directory in which the detector is implemented.

Classification of the vulnerability that corresponds to the detector (when applicable).

Operating system to which the intrusion is applicable.

It also includes free-form information about the detector, such as the following:

Description of the detector.

Cause of the associated vulnerability (when applicable).

Textual descriptions of data sources and how the data is observed.
A log of activity in the implementation of the detector.
Miscellaneous notes and comments.

Listing and description of files related to the implementation of the detector.
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The format and contents of this XML representation was defined using a DTD (Docu-

ment Type Definition) defined for this purpose.

Figure 4.1 shows an example of the XML representation of a detector.

412 Case studies

As an initial proof of feasibility, two groups of detectors were selected for implementa-
tion: those for attacks against the Sendmail program, and those for network-based attacks.
We describe these two groups in detail as a representative sample of the issues encoun-
tered during the implementation process. Later sections present overall results and further

comments about all the detectors implemented.
4.12.1 Embedded detectors for network-based attacks

We implemented a number of embedded detectors for common network-based attacks.
We use the ternmetwork-based attack® encompass those that exploit both low-level
IP vulnerabilities and network-based vulnerabilities as described by Daniels and Spafford

[37]. In this section, we describe this implementation and the results obtained.
Detectors implemented

We chose network-based attacks because several interesting attacks of this type have
appeared over the last few years. Also, they are the type of attacks that intrusion detection
systems using network-based data collection usually detect, and our implementation shows

how effective embedded detectors can be for these attacks.

Table 4.1 lists the detectors that were implemented for network-based attacks during

the initial study phase.

In the next sections, we describe some representative attacks. We show the code of
the corresponding detectors (in many cases the code has been reformatted for space) and
explain where they have been placed within the operating system. We will see that detectors
are short and simple, yet provide advanced detection capabilities.

The lines of code added or modified by a detector have been highlighted in each code
section. The detectors have been wrappetiifitlef  directives and in aif clause, so

they can be disabled both at compile time and at run time. We explored the possibility of



<?xml version="1.0" standalone="no"?>
<IDOCTYPE ESP-Component SYSTEM "ESP-Component.dtd">

<ESP-Component type="sensor_detector">

<ID type="CVE">CVE-1999-0164</ID>

<Description>
A race condition in the Solaris ps command allows an attacker to
overwrite critical files.</Description>

<Detector-Info>
<detector-type>Stateless</detector-type>
<detected-by>ESP-SYMLINK-CHOWN</detected-by>
<detected-by>ESP-SYMLINK-CHMOD</detected-by>
<detected-by>ESP-TMP-SYMLINK</detected-by></Detector-Info>

<Cross-Ref>ESP-SYMLINK-CHOWN</Cross-Ref>

<Notes>

<item> This was a well-known problem in old versions of
Solaris that allowed changing the ownership of arbitrary
files to root. The problem was a predictable filename in
/tmp (coupled with bad permissions in /tmp that allowed
any user to remove other users’ files) followed by a
chown() of that filename to root. By removing that file
and creating it as a symlink to another file after the
creation but before the chown(), it was possible to change
any file to root.</item></Notes>

<Files>
<file>
<file-name>exploit</file-name>
<file-description>
Exploit program</file-description></file></Files>
<Operating-System>
<0S-name>0OpenBSD</0OS-name>
<0S-version>2.7</0S-version></Operating-System>
<Operating-System type="vulnerable">
<0S-name>Solaris</OS-name>
<0S-version>2.3</0S-version>
<0S-version>2.4</0S-version>
<program>ps</program></Operating-System>
<Source-Directory type="vulnerable">/solaris/usr/bin/ps
</Source-Directory>
<Classification type="Krsul">2-7-1-4</Classification>
</ESP-Component>

Figure 4.1. Example of the XML representation of detector information.

54
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Table 4.1
Summary of network-related detectors that were implemented during the initial study
phase. All but CVE-1999-0103 exist in the kernel code. The Type column indicates
whether the detector is stateful or stateless as defined in Section 3.1.3. The ESAM and
BOCAM columns indicate the sizes as defined in Section 4.9.

ID Description Type ESAM BOCAM
CVE-1999-0016 Land Stateless 2 1
CVE-1999-0052 Teardrop Stateless?2 1
CVE-1999-0053 TCP RST DoS Stateless2 1
CVE-1999-0077 TCP sequence number prediction Statele8s 1
CVE-1999-0103  Echo-chargen connections Stateless 4
CVE-1999-0116 TCP SYN flood Stateless 2 1
CVE-1999-0128 Ping of death Stateless3 1
CVE-1999-0153  Win nuke Stateless 3 1
CVE-1999-0157 Pix DoS Stateless 2 1
CVE-1999-0214 ICMP unreachable messages Statele8s 1
CVE-1999-0265 ICMP redirect messages Stateles$ 1
CVE-1999-0396 NetBSD TCP race condition Stateful 3 2
CVE-1999-0414  Linux blind spoofing Stateless3 1
CVE-1999-0513  Smurf Stateful 22 5
CVE-1999-0514  Fraggle Stateful 12 5
ESP-PORTSCAN Port scanning Stateful51 9
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integrating the run-time control variables to the kernel parameters mechanism available in
OpenBSD through which some kernel parameters can be modified at run time. The ability
to disable the detectors at runtime may not be desirable in a production system because
it offers the possibility for an attacker to disable the detectors if he manages to obtain
sufficient privileges in the system. However, for the purposes of testing, the capability of

enabling and disabling detectors at runtime was considered appropriate.
Stateless Detectors

Twelve of the 16 detectors in Table 4.1 are stateless. Those detectors test if an attack
condition is met and call the alert mechanism. They use information from the network stack
and are placed within its execution path. An example of this type of attack is the Land [18]
attack (CVE-1999-0016). It consists of a TCP SYN packet sent to an open port with the
source address and port set to destination address and port. OpenBSD filters those packets
when processing SYN packets in the TCFSTEN state and drops them. The detector
exploits this and is placed before the packet drop, so it is effectively only a single statement
(with additional code for detector management).
case TCPS_LISTEN: {

. |f (ti->ti_dst.s_addr == ti->ti_src.s_addr) {

[* ESP */
#ifdef ESP_CVE_1999 0016

if (esp.sensors.land)

esp_logf("CVE-1999-0016: LAND attack \n");
#endif

}

goto drop;

The CVE-1999-0103 (Echo-chargen denial-of-service attack [17]) detector was imple-
mented within thenetd [143] program and not in the kernel. Also, it is longer than other
detectors because it has to query additional information that is not readily available outside
the kernel.

In this group of detectors we found the first instance of an “implemented-by” relation-

ship. The PIX DoS attack [24] (CVE-1999-0157) exploits the same vulnerability (failure
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to handle a special case of overlapping IP packets) as Teardrop [18] (CVE-1999-0052) but
with a variation to bypass a PIX firewall. In this case, the ESAM count indicates the num-
ber of statements added to or modified in CVE-1999-0052 to implement the detector for
CVE-1999-0157, and the BOCAM count of 1 indicates that those statements are contigu-
ous.

SYN flooding [126] is a denial-of-service attack based on exhaustion of the resources
allocated in a host for half-open TCP connections. The detector for SYN flooding was
implemented as stateless. OpenBSD does resource allocation for half-open connections and
drops old connections after a threshold has been reached. The detector triggers when such
a connection is dropped. This shows an advantage of embedded detectors: they can use the
defense mechanisms of the operating system itself and combine them with detection.

Other attacks are ICMP unreachable messages (CVE-1999-0214) and ICMP redirects
(CVE-1999-0265), both of which allow an attacker to cause a denial-of-service attack by
faking ICMP control messages. The problem is that those faked ICMP messages may
be indistinguishable from legitimate messages created by hosts at the end points of the
connection or by interior routers. These type of attacks are inherent to the design of TCP/IP.
OpenBSD tries to protect itself from malicious messages with extensive checks against its
local state and we placed the detectors after those, i.e. that packets that are accepted by
OpenBSD will not raise an alarm, while rejected will. Nevertheless cleverly forged packets

still may exploit those vulnerabilities.
Stateful Detectors

Stateful detectors accumulate data about events that indicate attacks. In some of our
detectors, a separate timer routine reads these data and triggers an alarm if a threshold has
been met. Two typical examples are the Smurf and Fraggle [19, 69] attacks. They try to
flood the host with packets of a certain type and make it unavailable to its users.

Those attacks rely on traffic amplification mechanisms. Traffic amplification is based
on mechanisms that generate a response significantly larger than the request that originates
it. This enables a single attacker to generate the amount of traffic necessary to exceed the

victim’s capacity. Stateless detectors may detect the packets that use those mechanisms to
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generate the attack. However, often the attacked site and the amplifying site are different,
so a different detector for the victim host is necessary. Identifying the vulnerability at the
amplifying site can assist in tracing the attack.

The Smurf attack [19] sends ICMP ECHRESPONSE packets. Those do not differ
from legitimate packets (for example, in response fwreg command [145]) except that
there is no program expecting them. For implementing the detector, we assumed the se-
mantics of theging program, that stores its Process ID in the ICMP ID field to identify its
replies. Based on that technique, we store the Process ID of all ICMP raw sockets in the
socket data structure when they are created:
case PRU_ATTACH:

/*‘ .I'ESP */
#ifdef ESP_CVE_1999 0513

if (esp.sensors.smurf && ((long) nam) == IPPROTO_ICMP)

S0->s0_pgid = curproc->p_pid;

#endif
We check this information at arriving ICMP echo replies and increase a counter for un-
requested echo replies if there is no matching socket (this is done #sthesmurf()
function, not shown).
case ICMP_ECHOREPLY:

/* ESP */
#ifdef ESP_CVE_1999 0513
if (esp.sensors.smurf) {
if (esp_smurf(ip, icp))
goto freeit;
goto raw;
¥
#endif

The technique used above shows another advantage of embedded detectors: additional
information can be made available when necessary for the purposes of detection.

The alarm for Smurf is rate-limited. A legitimate usemhg will probably be inter-
rupted when there are still echo reply packets in the network to be delivered to the host, and
those packets should not raise an alarm although they do match the signature. A network
layer timer that runs for three seconds examines the counter and raises an alarm only if it

exceeds a threshold.
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Port scanning [52] is a probing technique used to determine what ports are open on a
host, and is commonly performed as an exploration phase by an attacker. For this reason,
although port scans themselves are not attacks, we consider it desirable to detect them. We
implemented a port scan detector that reacts to all known types of port scanning techniques
(including stealth and slow scans) by using the state of the network stack. Also, it has more
advanced monitoring and reporting capabilities because it reports multiple probes as one

scan and identifies its type.

The NetBSD race attack detector (CVE-1999-0396) is a special case of the port scan
detector and uses its reporting routine. For this reason, CVE-1999-0396 is “detected-by”
ESP-PORTSCAN.

A detailed description of all the detectors for network-based attacks is available [75].

Testing the detectors

A test suite of exploit programs was assembled to test the detectors. The exploit pro-
grams were acquired preferably from the same sources that published the vulnerabilities
when they made them available. If they were not available or not working, we wrote our
own exploits according to the descriptions. The test suite was run supervised from a remote

machine on the same local area network (LAN) and all attacks were detected reliably.

An independent tester ran the same set of attacks. The attacks were run over the campus
network, with different network technologies and possibly even filtering in between. The
results were that only a small number of attacks arrived at the target. This experience shows
that most attacks are of rather low quality and are dependent on the network environment.
The packet log shows that all received attacks were detected. The test was repeated from a

machine on the same LAN and the results match those of the supervised test.

In the testing period the host reported some attacks not generated as a controlled exper-
iment, notably port scans. To verify their correctness, they were compared to the packet

log and all could be verified as real events.
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4.12.2 Embedded detectors for sendmail attacks

Sendmail [30] is the most widely used mail-delivery agent on Unix machines. A hum-
ber of security problems have been encountered in sendmail over the years, and many of

them can still be found in systems connected to networks [23].

Sendmail is a complex user-level process with multiple clearly identifiable vulnerabili-
ties in its past. For this reason, it was an ideal candidate for the implementation of detectors

outside the kernel.
Detectors implemented

We implemented the detectors in version 8.10.1 of sendmail which is the version in-
cluded with OpenBSD 2.7. During the initial test phase, 11 sendmail detectors were im-

plemented, and they are summarized in Table 4.2.

In the next sections we will describe in more detail some of these detectors. As with
the network detectors described in Section 4.12.1, the sendmail detectors are surrounded
by #ifdef statements that allow to disable or enable them individually at compile time. No

runtime mechanism exists for disabling or enabling these detectors.
Stateless detectors

Seven of the 11 sendmail detectors implemented in this phase were stateless. Most
of the vulnerabilities to which these detectors correspond have been fixed in the newer
versions of sendmail. In some cases the new code specifically looks for and avoids the
corresponding attacks. In those cases, the detectors consisted of simple checks or only the
calls to the reporting mechanism. This is the case for most of the detectors that consist of

only one or two executable statements.

As an example, we present the detector for CVE-1999-0096 corresponding to the use of
the “decode” alias to overwrite arbitrary files on a system. This alias is no longer enabled
by default in new versions of sendmail, but because there are still old versions of send-
mail in use on the Internet, it is important to detect attempts to use those aliases. In this
case, the detector specifically looks for mail sent todbeode address or the equivalent
uudecode address:
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Table 4.2
Summary of sendmail-related detectors implemented during the initial study phase. All
but CVE-1999-0057 exist in the sendmail program itself. The Type column indicates
whether the detector is stateful or stateless as defined in Section 3.1.3. The ESAM and
BOCAM columns indicate the sizes as defined in Section 4.9.

ID Description Type ESAM BOCAM

CVE-1999-0047 Buffer overflow vulnerability inStateful 10! 7t
sendmail 8.8.3/8.8.4

CVE-1999-0057 Multiple vendor vacation(1) vulneraStateless 2 1
bility

CVE-1999-0095 Debug command in sendmail Statelesk 1

CVE-1999-0096 Sendmail decode aliases can be u§tdteless 6 2
to overwrite files

CVE-1999-0129 Sendmail group permissions vulnestateless 2 1
ability

CVE-1999-0130 Sendmail Daemon Mode vulnerabiGtateful 3 3
ity

CVE-1999-0131 Sendmail GECOS buffer overflostateless 1 1
and resource starvation

CVE-1999-0204 Execution of root commands usingtateful 4 2
malformed identd responses

CVE-1999-0206 MIME buffer overflow in sendmailStateful 5 8
8.8.0and 8.8.1

CVE-1999-0478 Denial-of-Service attack using eXStateless 1 1

cessively long headers
CVE-1999-0976 Sendmail allows users to reinitializ8tateless
the alias database, then corrupt the
alias database by interrupting send-
mail

—_
—_

1 These counts include a subroutine that is shared with CVE-1999-0206 that consists
of 4 executable statements.
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a->g_next = al;

a->(_alias = ctladdr;

#ifdef ESP_CVE_1999 0096

{ if (a = NULL && a->q_user != NULL) {
if((stremp(a->g_user,"decode")==0)||

(strcmp(a->q_user,"uudecode")==0)) {
esp_logf("CVE-1999-0096: name="%s’ \n", a->q_user);
}
}
}

#endif

Note that this detector works even if the addresses it looks for do not exist on the system
and shows one of the advantages of embedded detectors: they can look for attempts to

exploit vulnerabilities that do not exist on the host being monitored.

Stateful detectors

Stateful detectors are more complex than stateless ones. In the simplest cases, the
detector has to collect some piece of information at an early stage before being able to
make a decision later on. For example, the detector for CVE-1999-0130 needs two pieces
of information to determine that an attack is occurring: the sendmail program needs to be
run under the namemtpd and the user that invoked it must notio®t. Because these two
pieces of information are available at different points in the program, the detector is split in
two code segments. The first one sets a flag when sendmail is beingsompas

#ifdef ESP_CVE_1999 0130
bool esp_RunAsSmtpd = FALSE;
#endif

else if (stremp(p, "smtpd") == 0) {
OpMode = MD_DAEMON;

#ifdef ESP_CVE_1999 0130
esp_RunAsSmtpd = TRUE;

#endif

}
The second code segment is executed in the same block in which sendmail already gener-
ates an error message when “daemon mode” is requested by a non-root user, and generates

the corresponding alert:
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usrerr("Permission denied");
#ifdef ESP_CVE_1999 0130
if (esp_RunAsSmtpd) {
esp_logf("CVE-1999-0130: user=%d \n", RealUid);

}
#endif

finis(FALSE, EX_USAGE);

A more complex example of a stateful detector is the one for CVE-1999-0047, which
detects attempts to exploit a buffer overflow in the MIME-decoding subroutine of sendmail
8.8.3/8.8.4. This detector is interesting because it illustrates how in some cases it is difficult
to differentiate between normal and intrusive behavior.

Under normal circumstances, ti@me7to8() function of sendmail uses a fixed-
length buffer that gets repeatedly filled and flushed as necessary while decoding a MIME
message. In the vulnerable versions, a typo in the code (checking the wrong variable to
see if the buffer was already full) prevented the buffer from being flushed, allowing the
program to keep writing past the end of the buffer and causing the buffer overflow.

Once the problem was fixed, the buffer is correctly flushed every time it fills. However,
it is impossible in the fixed code to detect an attack against this vulnerability by looking at
the behavior of the program because both regular and attack data behave exactly the same:
they fill the buffer, which gets flushed, and the process repeats as many times as necessary.

Therefore, to build this detector we resorted to heuristics. In this particular case, we
look at the data that are being written into the buffer and compare them against the data
used by the most common exploit script that was circulated for this vulnerability. This is

done in the functiorsp _.mime_buffer _overflow()

#ifdef ESP_CVE_1999 0047
char
esp_mime_buffer_overflow(char c, int filled, char *msg) {
char egg[]=
" \xeb \x37 \x5e
(more binary data omitted)
static int pos=0;
static int count=0;
if (esp_match_char(egg, c, &pos, &count, 0x00, 0) && filled) {
esp_logf("%s \n", msg);
pos=0;
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}

return c;

}
#endif

This subroutine does a character-by-character matching against the binary “egg” used by
the exploit script and returns success when a complete match is found. In a more complex
version of the detector, a fuzzy or partial match could be done, or the search could look for
more than one binary string in the data.

From themime7to8() function, theesp _mime_buffer _overflow() function is

called every time a character is inserted in the decoding buffer:

*fbufp = (c1 << 2) | ((c2 & 0x30) >> 4);
#ifdef ESP_CVE_1999 0047

esp_mime_buffer_overflow(*foufp, esp_filled, "CVE-1999-0047");
#endif

An additional heuristic used to signal an attack is that the decoding buffer must have
been filled and flushed at least once when the binary string is encountered (otherwise a
buffer overflow would not have occurred in the vulnerable code), so the detector also keeps

track of how many times the buffer has been filled:

putxline((char *) fbuf, foufp - fbuf, mci, PXLF_MAPFROM);
foufp = fbuf;

#ifdef ESP_CVE_1999 0047
esp_filled++;

#endif

}

This detector keeps track of several pieces of information available only inside the
sendmail code, which shows the advantage that embedded detectors have by being able to
access internal information of the program. This detector also shows one of the drawbacks
of the embedded detectors approach: when the vulnerability for which the detector is built
no longer exists in the code, it can be difficult to differentiate between normal behavior of
the program and behavior under attack. This problem is common to all existing signature-

based intrusion detection systems.
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Testing the detectors

Each detector was tested using the exploit scripts available for each vulnerability. In
most cases the exploit scripts were available from the same sources in which the problem
was described, but in others we had to develop our own exploits. Each detector correctly

signaled the attacks when they were launched using the exploit scripts.

4.13 Detectors implemented

After the implementation of the two case studies described in Section 4.12, the imple-
mentation continued by drawing random entries from the CVE, and implementing detectors
for those that were deemed applicable according to the criteria set in Section 4.7. In to-
tal, 291 CVE entries were examined, of which 161 were not applicable, resulting in the
implementation of 130 specific detectors. During this process, 20 generic detectors and 3
“pure” sensors (that collect and report information of some kind, but do not perform any
detection) were designed and implemented, resulting in a total of 153 sensors and detectors

implemented. They are listed in Tables A.1 and A.2.

In this section we present some information about the results of the implementation.

4.13.1 By vulnerable platform or program

Because detectors can be used to look for both successful and unsuccessful attacks,
during the implementation process it was possible to build detectors for attacks that are
specific for platforms other than OpenBSD, or that existed in multiple platforms and oper-
ating systems.

As mentioned in Section 3.1.4, this offers the possibility of building a “universal hon-
eypot.” However, this is not the main purpose of ESP. By building detectors for different
attacks against multiple platforms, we show that the ESP architecture could be successfully
applied on almost any computing platform, and aids us in gaining information about the
types of vulnerabilities that are commonly responsible for computer security problems.

Figure 4.2 shows the distribution of detectors built according to the original vulnerable
platform or program. This graph does not show the generic detectors, which are able to

detect attacks possibly related to multiple platforms.
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Figure 4.2. Distribution of specific detectors by vulnerable platform. This indicates the

platform or program to which the intrusion for which the detector was implemented was

applicable. Entries marked as “(multiple)” correspond to programs that exist in several
operating systems.
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4.13.2 By implementation directory

All the detectors were implemented inside the standard OpenBSD source code directory
(/usr/src/ ) or inside the corresponding section of the OpenBSD ports collection (stored
in directory/usr/ports/ ). We recorded the specific directory in which each detector
was implemented, and the histogram in Figure 4.3 shows the overall counts. The graph
shows both the number of generic and specific detectors that were implemented in each
directory. Not all the detectors have an implementation directory. In particular, detectors
that do not have an implementation of their own because they are covered by others do not
appear in this table.

Figure 4.3 clearly shows that there are four major individual contributors: the Apache
HTTP daemon/(sr.sbin/httpd ), the networking section of the OpenBSD kernel
(/sys/netinet ), the general section of the OpenBSD kerrsy$/kern ), and the
sendmail program/gnu/.../sendmail/ ). These four directories account for more
than 70% of the detectors. Whitetpd has the largest contribution of specific detectors,
/sys/kern  has the largest amount of generic ones.

The large representation of detectors indbadmail andnetinet  directories could
be partially attributed to the intentional selection of these types of detectors for the initial
test runs. However, these two classes were selected precisely for the large number of attacks
that have occurred in them over the years. At least for the network attacks, the number of

detectors increased considerably even after the test phase.

4.13.3 Bysize

One of the distinguishing characteristics of the ESP architecture is its ability to perform
effective detection with little overhead on the system, both in terms of CPU and memory
usage. Because the detectors exist at the point in the programs where the information
necessary for detection is readily available, they can be small in size.

As described in Section 4.9, we used two metrics for the size and fragmentation of the
detectors: Executable Statements Added or Modified (ESAM) and Blocks of Code Added
or Modified (BOCAM), respectively. Figures 4.4 and 4.5 show the distribution of detector

sizes in these two units. We can see that in both measurements, the distribution is heavily
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Figure 4.3. Distribution of detectors by implementation directory. For space
considerations, theisr/src ~ prefix has been dropped on all entries except those within
lusr/ports
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Figure 4.4. Distribution of detector sizes (ESAM metric).

biased toward the low end of the scale, with 78% of the detectors being 4 ESAM or less
in size. The majority of the detectors are small in size and non-fragmented. Figure 4.6
combines the ESAM and BOCAM measurements and shows the count of detectors against
each combination of ESAM and BOCAM values. This graph confirms the small-size, non-

fragmented nature of most detectors.

All the detectors implemented account for 507 ESAM, resulting in an average detector
length of 5.57 ESAM (this counts only the 91 detectors that have an actual implementa-
tion; the average counting all the detectors is 3.31 ESAM). All the detectors are under 50
ESAM in size, except for ESP-PORTSCAN. This is the most complex of the detectors im-
plemented: it includes a sensor that collects information about suspicious packets received
by the host and periodically traverses the list and produces the port-scanning reports. The
same sensor is used by other detectors which make a decision based on packets received by

the monitored host.
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Figure 4.5. Distribution of number of contiguous code blocks per detector (BOCAM
metric).

These results show that embedded detectors can be added to existing programs with
few modifications to the code, and that they do not add significantly to the program they

monitor in terms of size.
4.13.4 By type

By the way they operate, detectors can be classified as stateless or stateful. Figure 4.7
shows the number of each type that was implemented. We can see that the number of state-
less detectors (both specific and generic) is considerably larger than that of stateful ones.
This is a good result because stateful detectors usually are larger and more complex than
stateful ones, as evidenced by the average ESAM count for stateful detectors being 19.14,
whereas it is 2.44 for stateless detectors. Even without counting ESP-PORTSCAN (which
single-handedly contributes 151 ESAM to the count), the average for stateful detectors is 9
ESAM.

Stateful detectors are individually more powerful than stateless ones, but the simplicity

and small size of the stateless detectors makes it possible to put them anywhere in the
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Figure 4.6. Graph of detector sizes by combination of the ESAM and BOCAM metrics.
Bubble size represents the number of detectors that have each combination of parameters.
The horizontal axis has been made logarithmic to better display the different values at the

lower end of the scale.
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Figure 4.7. Distribution of detectors by type.

monitored component (even inside critical sections), giving the ESP architecture the ability
to perform its detection functions without the need to keep as much state as traditional

intrusion detection systems.

4.13.5 By data sources used
During the implementation, we recorded the sources from which each detector obtains
information. These numbers are summarized in Figure 4.8. The types of data sources are

defined as follows:

Network data: Data obtained from the network or from a network connection.
Examples: contents of TCP packets received by the host; contents of ARP requests
being propagated in the network.

System state: Information about the current internal state of the system.
Examples: list of processes currently running on the system; number of currently
open network connections.

User-provided data: Data provided by the user of a program.
Examples: length of command-line arguments given to a program; contents of a

configuration file created by the user.

File system state: Information about the current state of the file system.
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Figure 4.8. Distribution of detectors by type of data sources used. Some detectors use
more than one data source.

Example: permissions of a file, existence of symbolic links in a path.

Application data: Information about data being used internally by a program.

Examples: length of an internal buffer, return value of a library function call.

Program state: Information about the current state of a program.

Examples: number of times an action has been attempted, rate of requests of a certain

service.

The numbers in Figure 4.8 show that at least in our implementation, a large fraction of
attacks involve data coming off the network, which is a reflection of the large number of
network-based attacks that exist (and which is also reflected in the large number of detectors
in the HTTP daemon and the networking layers, as shown in Figure 4.3). Also interesting
is the large number of detectors with “System State” data sources. This is an indication
that many problems are caused by programs not checking the conditions on the system
(for example, the length of a user name or an environment variable) before performing an

action. The third largest group is “User-provided data,” which corresponds to detectors for
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attacks that possibly could be prevented if the programs checked user input for validity (for
example, command-line arguments) before using it. Although these comments are based
only on the numbers encountered in our implementation, they intuitively correspond to the

causes of most vulnerabilities seen in production systems.

4.13.6 By vulnerability type

Each detector is also classified according to the type of vulnerability that made the
corresponding intrusion possible. For this classification we used the taxonomy of software
vulnerabilities proposed by Krsul [78]. The taxonomy was used as presented originally:
only category 2 (“Environmental assumptions”) is expanded into sub-levels, and categories
1 (“Design”), 2 (“Coding faults”) and 4 (“Configuration errors”) are considered only at their
top level. Figure 4.9 shows the distribution of detectors according to this classification. All
the categories used in this dissertation are listed in Appendix C.

We can see that the largest number of detectors correspond to classes 2-2-1-1 (User
Input — Content — is at most x), and 2-5-1-1 (Command Line Parameters — Content —
length is at most x) which correspond to buffer overflow problems. Also, note that eight of
the generic detectors have a classification of “n/a,” which indicates that these detectors do
not correspond to a specific type of vulnerability, but that can detect intrusions that exploit
multiple types of vulnerabilities.

Additions to the taxonomy

The specific instantiation of the taxonomy presented by Krsul [78] was developed using
the data from the vulnerability database developed in his work. When assigning categories
to the ESP detectors implemented, we encountered some of them that could not be assigned
to any of the existing categories. For this reason, we created some new categories as ex-
tensions to the original classification (this type of extensions was predicted by Krsul). All
the new categories belong to the top-level category 2 (“Coding faults”) and are described

below.

(2-4-1-4) Network stream — Content — matches a regular expressioVulnerabilities

in this class correspond to those in which the programmer assumed that the data
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Figure 4.9. Distribution of detectors by type of vulnerability according to the taxonomy
proposed by Krsul [78]. See Appendix C for a listing of the categories.



76

read from a network stream would always match a certain pattern or have a certain

structure.

(2-4-2-1) Network stream — Socket — is the same object as in this case, we identi-
fied a new attribute (2-4-2: Socket) as well as a new assumption (“is the same object
as x”). Wulnerabilities in this class correspond to those in which the programmer
assumed that two distinct operations on a network socket will access the same con-

nection, and that the socket will be available.

(2-7-1-6) File — Name — length is at most xVulnerabilities in this correspond to those
in which the programmer assumed that path names would always be under a certain

length.

(2-10-1-1) Network IP packets — Source address — is different than destination ad-
dress Corresponds to vulnerabilities caused by the programmer assuming that the
source and the destination address on an incoming packet are always different. Note
that the attribute of this class (source address) was one of the attributes predicted

by Krsul in his work.

(2-10-2-2) Network IP packets — Data segment — is a proper fragmenCorresponds
to vulnerabilities caused by the programmer assuming that a packet containing an IP

fragment would be properly formed.

(2-10-2-3) Network IP packets — Data segment — corresponds to a fully established
connection Corresponds to vulnerabilities caused by the programmer assuming that
incoming packets correspond to a connection that has already been completed suc-

cessfully (this is not always the case, particularly during the initial TCP handshake).

(2-10-2-4) Network IP packets — Data segment — length is at most ¥ulnerabilities
caused by the programmer assuming that the contents of a packet will not exceed a

certain length.
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(2-10-4-1) Network IP packets — TCP sequence number — is in proper sequence
This is another case of a new attribute (TCP sequence number). Corresponds to
vulnerabilities caused by the programmer assuming that incoming packets will have

the correct sequence number.

These categories are minor additions to the original taxonomy because most of them
were new assumptions about previously identified attributes. As can be seen in Figure 4.9,
none of these categories had a large representation in the ESP detectors implemented, with

2-10-2-4 having the largest number of instances (3 detectors).

4.13.7 By detection and implementation rates

As described in Section 4.10, some detectors are “detected by” others, and some detec-
tors are “implemented by” others. These relationships are interesting because they indicate
the capabilities of the detectors that implement or cover others.

Figure 4.10 shows the distribution of detectors by their detection rate, as defined in Sec-
tion 4.10. We can see that almost all the detectors in the list are generic detectors. Of the
top six detectors, two (ESP-ARGS-LEN and ESP-LONGURL) correspond to buffer over-
flow vulnerabilities, two (ESP-TMP-SYMLINK and ESP-SYMLINK-OPEN) correspond
to race conditions or filename-binding vulnerabilities, and one (ESP-URI-DOTDOT) cor-
responds to filename permissions checking vulnerabilities.

Notice that the only detector that covers other generic detectors is ESP-TMP-SYMLINK.
This detector is a generalization of ESP-SYMLINK-OPEN, ESP-SYMLINK-CHMOD,
ESP-SYMLINK-CHOWN and ESP-SYMLINK-CONNECT; therefore it covers the func-
tionality of all four of them.

Figure 4.11 shows the two detectors that implement others: ESP-BADURLS (a generic
detector that implements multiple detectors for web-based attacks) and CVE-1999-0052
(which implements CVE-1999-0157, corresponding to a similar attack).

4.14 Auxiliary components

In addition to the detectors themselves, there were two major components of the ESP

implementation: the logging mechanism for the detectors, and the ESP library, both de-
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Table 4.3
Information about the implementation of the logging mechanism, the ESP library, and
auxiliary code for the networking detectors. Thsr/src prefix is omitted from the
implementation directories. The ESP library does not have a BOCAM count because it is
implemented as an independent component.

Component ESAM BOCAM Implementation directory
Logging mechanism 139 20 sys/kern , sys/arch
ESP library jbesp ) 135 n/a lib/libesp , /lib/libc
Networking code 21 1 sys/netinet

scribed in Section 4.5. Also, code was added to the networking layers of the OpenBSD
kernel to provide support functions for some of the sensors and detectors that exist in that

layer.

Table 4.3 shows some information about these three auxiliary components. We can see
that the whole ESP logging mechanism (which adds the eswlog system call, plus
a new device filddev/esplog  from which messages can be read) is shorter than the
ESP-PORTSCAN detector (see Table A.2). The ESP library, which includes 12 support
functions plus the access point for thep _log system call, has a similar size at 135
ESAM.

Some parts of the logging mechanism are in the architecture-specific portions of the
kernel Gys/arch ). This is primarily for early initialization of the memory needed by
the circular buffer used in the logging mechanism. The rest of the code is architecture-
independent. For this reason, the logging mechanism could be ported with relative ease
to other versions of OpenBSD, and possibly to other BSD versions of Unix (such as
NetBSD [94] and FreeBSD [50]).

The ESP library is implemented mostly as a separate library, except for the interface
to theesp log() system call and thesp _logf()  function. These were added to the
standard C librarylipc ) to make it possible for other libraries to access them and to
allow detectors in any program to generate ESP messages without having to link against an

additional library (unless the additional functionality is needed).
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The support code for networking detectors adds some initializations and timers used for

bookkeeping.

4.15 Comments about the ESP implementation

The ESP implementation, as described in this chapter, shows the feasibility of building
an intrusion detection system based on the ESP architecture. With comparatively little
code, it was shown possible to implement an intrusion detection system with considerable

detection capabilities.

As an example, the generikgrn subdirectory) and networkiétinet  subdirectory)
portions of the OpenBSD 2.7 kernel consist of roughly 88,830 raw lines of C code, includ-
ing comments, blank lines and preprocessor directivédl the ESP detectors that have
been implemented in those sections of the kernel total approximately 1,340 lines of code
(again, including comments, blank lines and preprocessor directives), which corresponds
to 1.5% of the size of the kernel code, yet detect 54 specific attacks, and include 9 generic

detectors.

Because the purpose of this ESP implementation was to explore the capabilities and
issues related to the architecture, we implemented some detectors that would probably not
be needed in a production system, such as detectors for attacks that do not correspond to
the implementation architecture. However, by doing so we demonstrated that the concepts
of the ESP architecture can be used on a wide variety of platforms to detect a wide variety

of attacks.

The most significant drawback in our implementation of the ESP architecture was the
cost of the implementation in terms of effort and time. Because we were modifying an
existing system, a significant effort was spent in understanding the code before being able to
make meaningful modifications. However, the knowledge about the most useful detectors
and types of data can be applied in the design and implementation of future systems which
include the internal sensors and embedded detectors needed for covering the most common

intrusions and attacks. The effort and time needed to implement sensors and detectors could

This is the only case in which we use lines of code as a metric because of the limitations of the Metre
tool [85], which made it difficult to measure ESAM for the whole kernel.
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be significantly smaller if they were implemented by the original authors of the programs,

possibly aided by component libraries or automated tools, as mentioned in Section 6.3.
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5. TESTING THE ESP IMPLEMENTATION

After the initial ESP implementation was completed, a series of tests was performed to
measure its responses and to obtain qualitative and quantitative results about its behavior.
The tests were designed to evaluate the performance impact of the ESP intrusion detection

system on an instrumented host and its detection abilities for previously unknown attacks.

5.1 Performance testing
5.1.1 Testdesign and methodology

The purpose of the performance tests was to determine the impact that the ESP sensors
and detectors have on the instrumented host, under severe but non-intrusive operating con-
ditions (the detectors were not triggered during these tests). For this purpose, we decided

to focus on two groups of detectors:
1. Detectors in the networking portions of the kernel (24 detectors).
2. Detectors in a web servers (32 detectors).

These are the two largest groups of detectors (see Figure 4.3) and are good representatives
of detectors in the kernel and in a user space application respectively. The detectors are
additional code to be executed. Because they do not interfere with their surrounding code,
their main impact is in terms of additional execution time. We measured CPU utilization
and compared systems compiled with and without the detectors.

The general setup for the tests was as shown in Figure 5.1: One server B, that would
be the one instrumented with the detectors when appropriate, and where the CPU utiliza-
tion would be measured; and a client A, from which the tests would be launched against
B. These two machines were on a dedicated point-to-point network connected with a third
machine R operating as a transparent bridge between A and B. The purpose of R was to

allow the artificial reduction of the bandwidth available for the connection between A and
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Figure 5.1. General setup for the performance tests of the ESP implementation. Host B is
the server, host A is the client, and R represents a host acting as a transparent bridge
between A and B. The three hosts are on dedicated point-to-point connections over
100Mbit/s full-duplex Ethernet.

B. Hosts A and B were 600 MHz Intel Pentium Il machines with 128 MB RAM running
OpenBSD 2.7, and host R was a 700MHz Intel Celeron machine with 128 MB RAM run-
ning FreeBSD [50] andummy_net[120] for imposing constraints on the bandwidth. Un-
necessary programs and services were stopped on the test machines (includysicine
andcron daemons, and the X Windows system) to reduce the factors that could confound

the performance measurements.

The first test was done using a subset of the NetPerf [62] benchmark. The NetPerf test
we used measures network performance as the maximum throughput between two hosts
by sending a stream of data from a source to a sink over a TCP or UDP connection. We
selected the TCP version of the test because 16 of the 24 detectors implemented in the
networking sections are in the IP or TCP layers. In this test, the independent variable
was the maximum bandwidth allowed between the source (A) and the sink (B) and was
controlled by setting bandwidth constraints on R usitugnmy_net. We measured CPU
utilization on B under increasing bandwidth, from 5 Mbps up to 100 Mbps.

In the second test, a web server was running on host B while host A was generating
requests. The web server used was Apache [5] as included in the OpenBSD 2.7 distribution.
We usedhttp _load [1] to generate the requests by randomly choosing URLs from a list.

The independent variable in this test was the number of simultaneous connections that
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Table 5.1
Summary of the parameters for the performance tests. Both tests were repeated for the
ESP and NOESP cases. L represents the length of each test repetition, and S the number
of samples of the CPU load taken during each repetition.

Test name Indep. variable (X) Rangeof X L(sec) S
NetPerf Bandwidth 5 — 100 Mbps 60 54
httpload  Parallel HTTP connectionss — 100 60 54

http _load was allowed to establish. We measured CPU utilization on host B under an
increasing number of simultaneous connections, from 5 up to 100.

For each value of the independent variable, twenty runs of the test were performed.
All the runs were duplicated in two blocks: one for host B with detectors (ESP block)
and one without detectors (NOESP block). Each run lasted for 60 seconds and during that
period, snapshot observations of the CPU load in host B were taken each second. The CPU
load was obtained using thep [83] command, which uses information gathered in the
statclock() function within the kernel context switch [87, p. 58]. Three observations
at the beginning and the end of each run were ignored (to eliminate ramp-up and ramp-
down measurements), and the rest (54 observations) were averaged to obtain an average
CPU load for each run.

All the information for each test is summarized in Table 5.1. The order in which the
independent variable was modified for the NetPerf and loiijol tests was generated using

a pseudo-random number generator with a fixed seed to be able to reproduce the sequence.

Before each block all the systems were rebooted and a “warm-up” sequence was run
by applying all the values of the independent variable in increasing order. This was done to
bring the hosts to a stable state in terms of caching, disk spinning and any possible unknown
factors, before taking any measurements.

Although we attempted to arrange the experimental setup to minimize extraneous ef-
fects on the measurements, there are still factors that could affect them, including virtual

memory, process scheduling and caching. The measurement process itself runs on the
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Figure 5.2. Plot of the CPU utilization measurements from the NetPerf experiment,
showing the mean values for the ESP and NOESP cases.

CPU being measured, which may affect the observations as well. Finally, as mentioned,
the results reported consist of an average of averages, which may compound errors in the

measurements.

However, the purpose of these experiments was to compare the behavior of hosts with
and without detectors, and not to establish absolute measurements of performance. As
such, this setup and methodology is adequate for showing the impact that embedded detec-

tors have on the host in which they reside.
5.1.2 Results of the NetPerf test

Figure 5.2 shows the CPU measurements obtained in host B during the execution of
the NetPerf experiment. There are 20 points at each valué fofr each block (ESP and
NOESP) and the lines connect the mean values at each val¥e /e can see in this

graph that for lower values of, the CPU utilization is essentially the same, but the dif-



86

Table 5.2
Statistics and analysis results for data from the NetPerf experiment.
Mean CPU % Difference

X NOESP ESP Diff. 95% C.I. p-value
5 1.8296 1.7878 —0.0418 —0.4775-0.3939 0.8507
10 3.2396 3.0246 —0.2150 —0.6507-0.2207 0.3330
15 4.3484 4.5107 0.1624 —0.2734-0.5981 0.4647
20 5.5018 5.9936 0.4918 0.0560-0.9275 0.0270
25 5.9651 7.3771 1.4120 0.9762—1.8477 < 0.0001
30 6.8102 8.4731 1.6629 1.2272-2.0987 < 0.0001
35 7.6407 9.0994 1.4588 1.0231-1.8945 < 0.0001
40 8.3942  10.9556 2.5613 2.1256—2.9970 < 0.0001
45 9.0185 11.7683 2.7498 2.3141-3.1856 < 0.0001
50 9.3859  13.0943 3.7084 3.2727—4.1441 < 0.0001
55 10.2375  14.5434 4.3059 3.8701—4.7416 < 0.0001
60 11.1171  15.4268 4.3097 3.8740—4.7455 < 0.0001
65 11.1625 16.0658 4.9032 4.4675-5.3389 < 0.0001
70 11.9442 17.0314 5.0873 4.6515-5.5230 < 0.0001
75 12.2195 17.2707 5.0511 4.6154-5.4869 < 0.0001
80 12.3222  17.1559 4.8337 4.3979-5.2694 < 0.0001
85 10.8815  17.5441 6.6625 6.2268—7.0983 < 0.0001
90 11.6744 17.8184 6.1440 5.7082—6.5797 < 0.0001
95 12.2040  18.4758 6.2718 5.8361-6.7075 < 0.0001
100 13.8461 18.8180 4.9719 4.5361-5.4076 < 0.0001

ference grows larger a¥ increases, because the detectors in the networking layers of the
kernel introduce additional work that needs to be done for every packet that is received. To
guantify the difference, a pair-wise F-test was done for each valig ahd its results are
shown in Table 5.2. The p-values in this table show that the difference in means between
ESP and NOESP can be considered statistically non-significant up to &beut0, but

after that point it is statistically significant. Figure 5.3 shows the difference between the

means at each point, with its 95% confidence interval.

The results of this experiment are what would be expected, with the detectors having
a larger impact as the amount of work that the system does increases. The detectors can

have a considerable impact on the CPU load of the host, particularly for high values of
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Figure 5.3. Difference in mean CPU utilization between the system with (ESP) and
without (NOESP) detectors in the NetPerf experiment, with the 95% confidence interval
for the difference at each point.



88

X. However, we should keep in mind that this test was specifically designed to stress
the host by maintaining a constant stream of the appropriate bandwidth fed to it. Under
normal operating conditions, the average network load being processed by a host is lower;
therefore the impact of the detectors should not be as noticeable. Furthermore, although
the difference istatisticallysignificant, it is never more than 7% of CPU utilization, which

in practical terms could be considered acceptable. At its maximum valu&(fer 85),

the difference in means is 6.6%. The NetPerf test is exercising a maximum of 24 detectors
(those implemented in the networking layers of the kernel), so on average each detector
adds less than 0.3% to the CPU load of the system. In reality, not all detectors have the
same impact (because of their functionality, implementation, and where they are placed),

but this number is an indication of the small impact that each individual detector has.
5.1.3 Results of the httpload test

The CPU measurements obtained in host B during the execution of thivatigxper-
iment are shown in Figure 5.4, with the mean values plotted as lines. The results from a
pair-wise F-test are shown in Table 5.3, and Figure 5.5 shows the difference between the

means with their 95% confidence interval.

In this case, the results are indicative of the detectors having a large impact on the CPU
utilization of the host. Counter intuitively, we can see that the CPU utilization on the system
with the detectors decreases’asncreases. This can possibly be attributed to caching ef-
fects (as the load increases, there is a larger chance that simultaneous or sequential requests

will be for the same URL), but it should be the subject of further study.
5.1.4 Comparison and comments about the tests

The results of the NetPerf experiment are not surprising and show that the impact of the
detectors increases as the network load increases. The impact of the detectors on the host
could potentially be reduced by improving the implementation of some of the detectors,
particularly the ESP-PORTSCAN detector. It keeps considerable state and maintains some
complex data structures, so it is likely to be one of the major contributors to the impact that

the detectors have.
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Figure 5.4. Plot of the CPU utilization measurements from the lotd experiment,
showing the mean values for the ESP and NOESP cases.



Table 5.3
Statistics and analysis results for data from the_hifgul experiment.
Mean CPU % Difference

X NOESP ESP Diff. 95% C.I. p-value
5 3.6933 15.4078  11.7145 11.2280-12.2011 < 0.0001
10 3.5093 15.0285  11.5191 11.0326—-12.0057 < 0.0001
15 3.6630 14.6531  10.9901 10.5036-11.4766 < 0.0001
20 3.6128 14.0115  10.3987 9.9121-10.8852 < 0.0001
25 3.5372  14.2591  10.7220 10.2354-11.2085 < 0.0001
30 3.5509 13.7199  10.1691 9.6825—10.6556 < 0.0001
35 3.7131  13.5013 9.7882 9.3017-10.2747 < 0.0001
40 3.8526  13.1243 9.2718 8.7852— 9.7583 < 0.0001
45 3.8177 12.9858 9.1680 8.6815— 9.6546 < 0.0001
50 3.8070 12.6226 8.8156 8.3290- 9.3021 < 0.0001
55 4.1388  12.6228 8.4840 7.9975— 8.9706 < 0.0001
60 4.1258  12.1468 8.0210 7.5345— 8.5076 < 0.0001
65 4.3988  12.1588 7.7600 7.2735— 8.2465 < 0.0001
70 4.6428  11.7982 7.1554 6.6688— 7.6419 < 0.0001
75 4.9663 11.5338 6.5675 6.0809— 7.0540 < 0.0001
80 5.1974  11.6255 6.4280 5.9415- 6.9146 < 0.0001
85 57775  11.4404 5.6628 5.1763— 6.1494 < 0.0001
90 6.1601  11.1788 5.0187 4.5321— 5.5052 < 0.0001
95 6.2901  11.0235 4.7334 4.2468— 5.2199 < 0.0001
100 6.4134 10.6010 4.1876 3.7011- 4.6742 < 0.0001

90
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without (NOESP) detectors in the httpad experiment. Also shown is the 95%
confidence interval for the difference at each point.
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Overall, the NetPerf results can be seen as indicative of detectors that were designed
and implemented with moderate success: their impact is proportional to the amount of

activity in the host, and their impact is not excessive.

The httpload results are visibly different from the NetPerf results. Initially there is an
extremely large difference between the ESP and NOESP cases (over 308%-f6), but
this difference decreases Asincreases to the point where it is 65%.at= 100. While

still being a considerable difference, the reduction from the initial value is dramatic.

The reduction in difference could be explained by a number of factors, including caching
effects on the web server. The hitgad makes requests from a fixed-size list of URLs, and
as the number of simultaneous requests increases, the likelihood of requesting the same
URL several times simultaneously or in close sequence increases. If the web server is do-
ing any caching of requests (so that it can serve the same request multiple times without
having to do all the processing repeatedly), it could account for the reduction in CPU load

for larger values ofX .

More interesting for our purposes is the large effect that the detectors have on the CPU
load. This can be explained by the types of detectors involved. The largest detector in the
HTTP server is ESP-BADURLS, a generic detector that does not directly cover any other
detectors, but that provides mechanisms for implementing several others (see Figure 4.11).
These mechanisms consist mainly of a string-matching capability for detecting different
web-based attacks. What ESP-BADURLS does for every HTTP request is to sequentially
compare it against several strings using different qualifications (such as anchoring the test
string in different parts of the request, checking the arguments of the URL, etc.). In this
respect, ESP-BADURLS is different from all the other detectors (which check for a fixed
condition) and could be expectadoriori to have a larger impact on CPU utilization. Fur-
thermore, the initial implementation of ESP-BADURLS (used in these tests) uses a naive
approach, sequentially and blindly comparing the strings against each request. By improv-
ing the implementation to use an efficient regular expressions engine [e.g. 57, 67] or some
other string-matching mechanism, it may be possible to reduce the impact of the HTTP

detectors considerably.
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In conclusion, these tests point out a major consideration for the use of internal sensors:
they are heavily dependent on implementation decisions, and a different implementation
might make a significant difference in performance and impact. Moreover, extreme care
must be taken in their implementation because when not implemented carefully, they can
have a severe impact on the performance of the monitored component. These tests are
not intended to provide measurements of the performance costs of embedded detectors in
general, but only of our implementation, and to show the feasibility of doing low-overhead
intrusion detection using the ESP architecture.

This consideration is one of the reasons why internal sensors had not been extensively
studied before. Their implementation is complex, and the possible consequences are severe.
However, as will be described in the next section, the payoff in detection capabilities can
be significant, and worth the work necessary to implement the sensors and make them

efficient.

5.2 Detection testing

The purpose of the detection test was to determine the validity of the second hypothesis
(see Section 1.4): by using internal sensors itis possible to detect new attacks. Additionally,
we wanted to get an idea of the effort needed to improve the detection capabilities of the
detectors when necessary. To this end, a number of previously unknown attacks were tested
against a host instrumented with ESP detectors.

5.2.1 Testdesign and methodology

As a source of information, we monitored the BugTraq mailing list [13] for a period
of slightly over one month, from May 3, 2001 to June 8, 2001. During this period, 157
messages to the mailing list were examined corresponding to reports of new vulnerabilities,
attacks and exploits against different systems. Of these messages, 80 were determined to
be applicable using the criteria defined in Section 4.7. Additionally, only messages that
described specific attacks (and not only generic or vague vulnerabilities) were selected as
applicable.

The 80 applicable attacks were tested against a host instrumented with the ESP imple-

mentation. We performed two types of testing depending on the attack:
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Real testing: When an attack could be directly attempted against the OpenBSD system

running ESP, we did so and recorded any responses from the existing detectors.

For example, one of the attacks tested was againstrir@ab [141] program. Be-
cause this program exists in OpenBSD, the exploit script could be run directly in our

test system to determine whether the detectors would react to it.

Simulated testing: Sometimes an attack was not directly executable in our test platform—
for example, because it used a program that does not exist in OpenBSD, or because it
was specific to some other architecture. However, if the workings of the attack were
clear enough, we did a “simulated testing” of the attack by studying its properties
and determining whether any of the existing detectors would react to that attack if it

were attempted against a system instrumented with ESP.

For example, another one of the attacks examined was againstaaemin pro-

gram [125] in the Unixware operating system. The affected program does not exist
in OpenBSD, but the exploit was clear enough to show that it worked besaaad-

min followed a symbolic link in thetmp directory. By this reasoning, we could
determine that the attack would have been detected by the ESP-SYMLINK-OPEN

detector.

After testing, each attack was classified in one or more of the following categories (each

category has a letter code associated with it):

Detected (D): The attack was detected by one or more of the existing detectors. In this

case, we recorded the names of the detectors that reacted to the attack.

Detected if successful (DS)in some cases, the attack itself was not detected, but its ef-
fects would be if the attack were to be successful. In these cases, we also recorded

which detectors would be triggered by the successful attack.

For example, the attack agairsbn mentioned before was not immediately detected
by any of the existing detectors. However, on success the attack would have cre-

ated a root-owned set-UID copy of a shell, and this action would trigger the ESP-
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BADMODE-ROOT-FILE detector, so we classify this attack as “detected if success-

ful”

Detectable with modifications to existing detectors (DM):Some attacks were not
detected by any of the existing detectors, but a reasonably small change to one of
them would be sufficient to make the attack be detected. We considered as “reason-
ably small” changes that involved tuning some parameter of the detector, or slightly
extending their functionality. In this case, we recorded the detector to which the

changes would have to be made, and what those changes would be.

For example, one of the entries reviewed was a web-based attack that used a “dot-dot”
(../ ) path to access files outside the normal web document directories, but with the
variation that parts of the string were encoded in their hexadecimal representations to
bypass checks at the web server (for example, could be encoded a%2e%?2f,

where 0x2E and Ox2F are the ASCII codes for a dot and a slash respectively). This
attack was not immediately detected by the existing ESP-URI-DOTDOT detector,
but a small addition to make it “unescape” the strings before checking them would

enable it to detect the attack.

Detectable with creation of new detectors (DC):Some attacks were not detected by the
existing detectors, but they could be by creating a new one. When the new detector
would be a generic one—so that it would be able to detect multiple attacks and not
only the one under testing—we considered this change as acceptable, because it pro-
vides for detection possibilities beyond the attack that prompted its creation. In this
case, we recorded the type of detector to create, its conditions for triggering, and a

proposed name for it.

For example, one of the attacks tested was a web-based buffer overflow, but using a
long string in one of the HTTP headers included in a request (instead of being a long
URL), so the existing ESP-LONGURL detector did not react to it. However, by im-
plementing a similar detector called ESP-HTTP-HDR-OVERFLOW, which performs
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length checks on HTTP request headers, this attack (and possibly others) could be

detected.

Detectable if successful with modifications to existing detectors (SM):
This is similar to the DM category, but for the case in which the modifications to an

existing detector would cause the attack to be detected only if successful.

This is a possible category, but during the test no attacks were assigned to it.

Detectable if successful with creation of new detectors (SC)This is similar to the DC
category, but for the case in which a new generic detector could be created to detect

a successful attack.

Only one entry was found in this category during the testing. It led to the creation of
the ESP-PRIV-ESCALATION detector, which has the potential to detect many buffer

overflow and race condition attacks in which a process acquires elevated privileges.

Not detectable (ND): An attack was considered in this category when the only way to
detect it would have been to create a new specific detector for it. Creating a specific
detector does not provide any future benefits (possibility for detection of other attacks
other than the current one), so it was not considered as an acceptable change for our

purposes.

For example, one entry reviewed consisted of an attack againdist(® font server)

in certain versions of XFree86, which would crash when fed a long random string,
causing a denial-of-service attack. For detecting this attack, it would be necessary to
implement a new specific detector in this code. Therefore we consider it as not

detectable.

An entry can belong to any of these categories and can also belong to both DS and DC
(DSDC) or DS and DM (DSDM). This occurs when an attack is detectable if successful

but it could also be detected by either creating or modifying a detector.
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Table 5.4
Number of attacks in each category for the four batches examined during the detection
tests. The “Total” column shows the counts for the whole test. The TD and TDM
categories represent the sum of the other fields in each section, and correspond to “Total
number of attacks detected” and “Total number of attacks detectable with changes”

respectively.
Batches
Category #1 #2 #3 #4 Total
Non-applicable 20 17 22 18 77
Applicable 20 20 20 20 80
D 6 9 8 9 32
DS 1 3 0 2 6
TD (D+DS) 7 12 8 11 38
DM 6 4 3 O 13
DC 3 2 3 O 8
SC O 1 0 O 1
TDM (DM+DC+SC) 9 7 6 O 22
DSDC 1 2 0 O 3
ND 5 3 6 9 23

The testing was divided in four batches of 20 attacks. After every batch, all the changes
recorded for detectors in categories DM, DC and SC were applied, so after each batch all

the entries in those categories would belong to category D.

5.2.2 Results from the detection test

In total, 157 attacks were examined, of which 80 were applicable. Of these, 47 were
done with real testing, and 33 with simulated testing.

The number of attacks in each category for each one of the batches and for the whole
test are shown in Table 5.4. The total categories (TD, TDM and ND) are displayed also
in Figure 5.6. In this chart, we can see that the number of attacks detected was consistently
over 30% in each of the batches. When counting the attacks that were detected after making

modifications to the detectors, the number was consistently over 50%.
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Figure 5.6. Total of attacks marked as “detected”, “detected with modifications” and “not
detected” for each one of the batches of the detection test.

Keeping in mind that each batch incorporates the changes made after the previous batch,
it is also of interest to analyze the total results at the beginning and at the end. This is, if
all the 80 attacks had been applied to the original detectors, how many would have been
detected? By comparing this with the number of attacks detected at the end of the test
(after all the changes were made), we can observe the impact that the changes had in the
detection capabilities. Figure 5.7 shows these numbers graphically. We can see that even
without any modifications, the original ESP detectors would have been able to detect 35%
of the new attacks (41.2% if we count the ones in group DS). After making the changes,

the detection rate went up to 62.5% (71.2% with DS).

Original detection capabilities

Of the 80 attacks exercised during this test, 33 would have been detected by the ESP
detectors as originally implemented. Table 5.5 shows the distribution of the detectors in-
volved. Table 5.6 shows the distribution of the Krsul categories assigned to each attack (see

Appendix C).
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Figure 5.7. Total number of attacks that would have been detected by the original
detectors, and by the detectors after the changes.

Table 5.5
Distribution of original ESP detectors that responded to the attacks in the detection test.
The percentages are with respect to the total number of attacks in the test (80).

Detector Attacks detected % of Total
ESP-SYMLINK-OPEN 13 16.25
ESP-BADMODE-ROOT-FILE 4 5.00
ESP-FTP-CMD-OVERFLOW 4 5.00
ESP-LONGURL 3 3.75
ESP-URI-DOTDOT 3 3.75
ESP-ARGS-LEN 2 2.50
ESP-ENV-LEN 1 1.25
ESP-FILE-INTEGRITY 1 1.25
ESP-PORTSCAN 1 1.25
ESP-SNMP-EMPTY-PACKET 1 1.25
ESP-TMP-SYMLINK 1 1.25
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Table 5.6
Distribution of categories in the Krsul classification for the attacks to which the original
ESP detectors responded. See Appendix C for the definitions of each category. The
percentages are with respect to the total number of attacks in the test (80).

Category Attacks detected % of Total

2-12-2-1 14 17.50
2-2-1-1 6 7.50
2-12-2-2 3 3.75
3 3 3.75
2-2-1-4 1 1.25
2-3-2-1 1 1.25
2-4-1-1 1 1.25
2-5-1-1 1 1.25
2-7-1-4 1 1.25
2-8-1-1 1 1.25
2-10-2-1 1 1.25

Looking at these tables it is possible to see some relationships. For example, the most
successful detector is ESP-SYMLINK-OPEN, which triggers when a symbolic link is ac-
cessed in a temporary directory. Coupled with the high occurrence of attacks in category
2-12-2-1 (which refers to programs assuming that a file path refers to a valid temporary
file), it is an indicator of the high occurrence of the so-called “bad symlink” attacks, in
which a program can be tricked into following a symbolic link placed by the attacker to
modify or read system files.

Also of interest is the high occurrence of attacks in category 2-2-1-1 (programs as-
suming that user input is at most of a certain length) that corresponds in general to buffer
overflow attacks. These attacks are detected mainly by the ESP-ARGS-LEN, ESP-ENV-
LEN, ESP-LONGURL and ESP-FTP-CMD-OVERFLOW detectors.

We implemented detectors for 130 out of 815 entries in the CVE database (see Sec-
tions 4.3 and 4.13), corresponding to 15.9% of the entries, both applicable and non-ap-
plicable. Those detectors were able to detect 38 of the total 157 entries (both applicable
and non-applicable) examined in the detection test, corresponding to a 24.2% detection

rate. These numbers are encouraging because we can expect that by implementing detec-
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tors for more CVE entries, a larger number of generic detectors could be designed and

implemented, providing even larger detection capabilities for new attacks.
Effects of changes on detection capabilities

The changes done to the detectors during this test are listed in Table 5.7 according to
the detector they affected. In total, 65 executable statements were added or modified in
these changes, and the changes caused an increase of 30% in the detection capabilities of
the detectors.

Tables 5.8 and 5.9 list the distribution of detectors and Krsul classifications for the
detection capabilities of the final detectors (after the modifications).

Figure 5.8 shows the percentage of attacks in each Krsul category that occurred in the
test, and the percentage of those attacks that were detected by the original and the final
detectors. Also, to make it easier to see the differences between the original and final
detection capabilities by type of vulnerability, Figure 5.9 shows the percentage of attacks
detected by the original and final detectors, plotted ascoordinates. In this plot, those
points farther above the identity line represent the categories with the most improvement
as a result of the changes.

One notable change is the increase in the detection of attacks from categories 2-12-2-2
and 2-11-1-1 (both of which correspond to programs assuming that a path name given by
the user is in valid space for the application). This can be attributed to the improvements to
the ESP-URI-DOTDOT detector, as well as the creation of ESP-FTP-CMD-DOTDOT.

We can also see that there was a 100% detection rate for category 2-12-2-1 (correspond-
ing to “bad symlink” attacks), which shows the effectiveness of the corresponding detector
(ESP-SYMLINK-OPEN).

In a similar fashion, Figure 5.10 shows the percentage of attacks detected by each detec-
tor before and after the changes, and Figure 5.11 plots the “before” and “after” percentages
asz,y coordinates. We can see that ESP-URI-DOTDOT was the detector with the largest
improvement. This is mostly the result of the changes in the way encoded characters are
examined and to the large occurrence of attacks of type 2-12-2-2 and 2-11-1-1 (which this

detector corresponds to). We can also see a considerable improvement in ESP-BADURLS
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Table 5.7

Changes made during the detection test of the ESP implementation. Also listed is the
ESAM count for each change. Note that the ESP-SNMP-EMPTY-PACKET detector has
an ESAM count of zero because no changes were made to the code, it simply was
renamed. Detectors marked with a “*” were created as part of the changes.

Detector

Description ESAM

ESP-URI-DOTDOT

ESP-ARGS-LEN

ESP-ENV-LEN

ESP-BADURLS

ESP-BADURLS

*ESP-HTTP-HDR-OVERFLOW

*ESP-FAILED-ROOT-CHOWN

*ESP-PRIV-ESCALATION

*ESP-FTP-CMD-DOTDOT

*ESP-SNMP-EMPTY-PACKET

Make it check the whole HTTP request and 2
not only the URI part. Also make it look for
DOS-style directory separatory {n addition

to Unix-style (/).

Reduce threshold. 1
Reduce threshold. 1
Add five new strings for detecting attacks. 5
Make it unescape the string before process-41
ing it. If any escaped characters remain after
the first pass, unescape again, to catch both
single- and double-encoded malicious char-
acters.

Created. Triggers when the length of a header 7
in an HTTP request exceeds a certain thresh-
old or contains NOP characters.

Created. Triggers when a failed attempt to 2
change the ownership of a file toot occurs.
Created. Triggers when “escalation of priv- 2
ilege” occurs, defined as the execution of a
non-set-UID program by eoot set-UID pro-
gram that has not dropped its privileges.
Created. Triggers when a command sent to 4
the FTP server uses.”” or “... " (valid

in Windows) in a way that would attempt to
access files outside the directory tree of the
FTP server.

Renamed. This detector already existed as 0
CVE-2000-0221, but during the test it was
seen that it is able to detect multiple attacks,
So it was renamed as a generic detector.
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Table 5.8
Distribution of ESP detectors that responded to attacks after the changes made during the
detection test. The percentages are with respect to the total number of attacks in the test

(80).

Detector Attacks detected % of Total
ESP-SYMLINK-OPEN 13 16.25
ESP-URI-DOTDOT 9 11.25
ESP-BADURLS 6 7.50
ESP-FTP-CMD-DOTDOT 5 6.25
ESP-ARGS-LEN 4 5.00
ESP-BADMODE-ROOT-FILE 4 5.00
ESP-FTP-CMD-OVERFLOW 4 5.00
ESP-ENV-LEN 3 3.75
ESP-FAILED-ROOT-CHOWN 3 3.75
ESP-LONGURL 3 3.75
ESP-PRIV-ESCALATION 2 2.50
ESP-FILE-INTEGRITY 1 1.25
ESP-HTTP-HDR-OVERFLOW 1 1.25
ESP-PORTSCAN 1 1.25
ESP-SNMP-EMPTY-PACKET 1 1.25
ESP-TMP-SYMLINK 1 1.25




104

Table 5.9
Distribution of categories in the Krsul classification for the attacks detected after the
changes. See Appendix C for the definitions of each category. The percentages are with
respect to the total number of attacks in the test (80).

Category Attacks detected % of Total

2-12-2-1 14 17.50
2-12-2-2 12 15.00
2-2-1-1 7 8.75
3 6 7.50
2-11-1-1 ) 6.25
2-3-2-1 3 3.75
2-5-1-1 3 3.75
2-2-1-3 2 2.50
2-2-1-4 2 2.50
2-1-3-1 1 1.25
2-4-1-1 1 1.25
2-7-1-4 1 1.25
2-8-1-1 1 1.25
2-10-2-1 1 1.25
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Figure 5.8. Distribution of attacks in the detection test by Krsul categories. The “Total in
test” bars represent the percentage of all the applicable attacks in the detection test (80)
that belong to each category. The “TD original” bars represents the percentage of attacks
that were detected by the original detectors, and the “TD final” bars represent the
percentage that were detected by the final detectors.
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Figure 5.10. Percentage of attacks detected by each detector, before (TD original) and
after (TD final) the changes made during the detection test. The percentages are expressed
with respect to the total number of applicable attacks in the test (80).
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(because of the addition of new patterns), and of some of the generic detectors created as

part of the changes.
5.2.3 Comments about the detection test

To evaluate the similarity of the attacks used in the detection test to the types of attacks
for which the ESP detectors were implemented, we plotted each category using its occur-
rence in the ESP detectors and in the test set axoordinates, as shown in Figure 5.12.

We can see that most points are close to the identity line (shown for reference), indicating
that the two distributions are indeed similar. The Pearson correlatjdar(these points is
0.673, confirming the strong linear correlation. A linear regression of the points results in

the following formula:

y = 1.0512 + 0.0694,

which is close to the identity line, providing a third confirmation of the similarity between

the two distributions.

This similarity suggests the validity of using random drawing from the CVE as a guide
for the implementation of the ESP detectors, because it resulted in detectors for a popula-

tion of attacks similar to those encountered in “the real world.”

Particularly similar (close to the identity line) are categories 2-2-1-1, 2-5-1-1, 2-3-2-1
(all three of which correspond to buffer overflow attacks), 2-2-1-3 and 2-2-1-4 (correspond-
ing to programs failing to check the form of user-provided input). Others, such as 2-12-2-1
(mostly symlink-based attacks) and 2-12-2-2 (mostly “dot-dot” attacks) have a larger rep-
resentation in the test set than in the detectors implemented, but correspond to some of the

most effective generic detectors that were implemented (see Tables 5.5 and 5.8).

Assuming that the set of applicable attacks in the detection test is representative of
the new attacks that continuously appear in the real world, we can make some predictions
about the detection capabilities of the ESP detectors (this assumption should be evaluated

in future work by sampling sets of attacks that appeared during different periods of time).
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Table 5.10
Confidence intervals for the detection rates of ESP detectors, computed using the
percentages of detection before and after the changes made during the detection test. The
“original” and “final” designators refer to the ESP detectors as originally implemented (at
the start of the test) and after the modifications listed in Table 5.7, respectively.

Proportion measured  95% Conf.

Measure in test interval
D original 0.3500 0.2392-0.4608
TD original 0.4125 0.2984—0.5266
D final 0.6250 0.5127-0.7373
TD final 0.7125 0.6071-0.8179

As a first approach to these predictive capabilities, we can use the standard formula for

computing a 95% confidence interval on a proporfon

. . 1-— :
95% Confidence intervat p + | 1.96 u + 05 )
N N
The 95% confidence intervals for the percentages of detection before and after the changes
made to the detectors are shown in Table 5.10. Further possibilities for prediction of detec-

tion capabilities are described in Section 6.3.
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6. CONCLUSIONS, SUMMARY AND FUTURE WORK

6.1 Conclusions

Throughout their history, intrusion detection systems have been designed with different
algorithms and structures for detection. They started by being host-based [40], later evolved
into network-based systems [e.g. 60], and in the later years they have tended towards a dis-
tributed combination of the two [e.g. 112]. However, during all that evolution, the sources
of information used by intrusion detection systems have remained essentially unchanged:
audit trails and network traffic. A few notable exceptions have used other sources of infor-
mation [e.g. 65, 76], but even those were designed with specific applications in mind and
using only a limited set of data.

The data sources used by most intrusion detection systems to date have one main lim-
itation: they reflect the behavior of the system being monitored, but are separate from it.
Because of this, we consider them as indirect data sources. These data sources have limita-
tions in the timeliness, completeness and accuracy of the data that they provide. They make
the intrusion detection system vulnerable to attacks on several fronts, including reliability
and denial-of-service. Even when direct data sources have been used by some intrusion
detection systems [e.g. 137], the sensors used to collect the information have been external
to the objects being monitored; therefore still subject to multiple forms of attack.

The problems and limitations that have been encountered in intrusion detection systems
have indicated that the best place to collect data about the behavior of a program or system
is at the point where the data is generated or used.

In this dissertation, we have proposed an architecture based on using internal sensors
built into the code of the programs that are monitored and are able to extract information
from the places in which it is generated or used. Furthermore, by expanding those internal
sensors with decision-making logic, we showed an application of embedded detectors to

build an intrusion detection system. If necessary, this intrusion detection system can op-
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erate without any external components (components that are separate from the ones being

monitored), other than those necessary to read the alerts produced.

To demonstrate the feasibility of this architecture and to learn more about its needs and
capabilities, we described a specific implementation in the OpenBSD operating system. In
its original form, this implementation detects 130 specific attacks, and through the experi-
ence acquired with those, 20 generic detectors were implemented that have the capability
of detecting previously unknown attacks, as demonstrated by the detection experiments

performed.

This dissertation provides an architectural and practical framework in which future
study of internal sensors and embedded detectors in intrusion detection can be based. Other
research projects are already using this framework for the study of novel techniques for both
host-based and distributed intrusion detection [43, 55], and considerable further study on

the use of internal sensors is possible.

Both Thesis Hypotheses (Section 1.4) were shown to be true. First, it is possible to
build an intrusion detection system using internal sensors while maintaining fidelity, reli-
ability, and reasonable resource usage; although in this last respect, we concluded that the
specifics are dependent on the implementation. Second, internal sensors can be used to de-
tect not only known attacks for which they are specifically designed, but also new attacks

by looking at generic indicators of malicious activity.

This dissertation also provides a classification of data source types for intrusion de-
tection systems, and a description of the characteristics and types of internal sensors and
embedded detectors. Furthermore, its implementation provides specific insight into the
types of data that are more useful in the detection of attacks using internal sensors, and
into places in a system where those sensors can best be placed to make them efficient and

reliable.

Although the implementation cost of the prototype described in this dissertation was
high, the advantages of having internal sensors available on a system are numerous. We

expect that our work will provide guidance and encouragement for their integration in fu-
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ture systems since their design, which will lead to considerable reductions in their imple-

mentation cost and in their impact on performance and size.

In a sense, our approach differs little from the error-checking and careful programming

that should exist in any well-maintained system. But the use of code embedded into the

operating system and the programs not only for prevention of problems, but for generation

of data, is an important step in the development of intrusion detection systems that can

provide complete and accurate information about the behavior of a host. The collection

of data, even if it is about actions that do not constitute an immediate risk, may provide

information about other attacks against which hosts are not protected yet.

6.2

Summary of main contributions

Provided a classification of data sources for intrusion detection, and of the mecha-

nisms used for accessing them.

Described the properties of internal sensors in their use for intrusion detection, and
an architecture for building intrusion detection systems based on internal sensors and

specialized sensors namechbedded detectars

Implemented a prototype intrusion detection system using the architecture described,
showing that it is possible to use internal sensors to perform intrusion detection while

maintaining most of the desirable properties described in Section 1.2.2.

Showed that through the implementation of a “large enough” number of specific

detectors, it was possible to identify patterns and concepts to be used in generic
detectors, confirming the notion that attacks against computer systems tend to cluster
around certain vulnerabilities. Once these core problems are identified, it is possible

to build generic detectors for them.

Showed that the prototype implemented is able to detect previously unknown attacks

through the use of properly designed generic detectors.
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Showed that it is possible to build a general-purpose intrusion detection system based
on obtaining the data needed for the detection, instead of relying on the data provided

by the operating system and the applications.

Showed that it is possible for an intrusion detection system built using internal sen-

sors to have acceptable impact on the host.

Showed that careless implementation can cause sensors to have a large impact on
the host. When using internal sensors, implementation issues are significantly more

important than when using traditional external detectors.

Collected information about the placement and types of data most frequently used
by detectors; data therefore most likely to be useful in the development of future

detectors and sensors.

Identified types of vulnerabilities most frequently encountered, both through the de-

velopment of the prototype and in the detection testing performed.

Showed that internal sensors and embedded detectors can add significant detection

capabilities to a system while increasing its size only by a small fraction.

By combining concepts from source code instrumentation and intrusion detection,
we showed that it is possible to build an intrusion detection system that can perform
intrusion detection at multiple levels (operating system, application, network) and in

multiple forms (signature-based, anomaly-based) to increase its coverage.

Future work

The work presented in this dissertation has explored the basic concepts of using internal

sensors for intrusion detection by showing their feasibility. However, there is a considerable

amount of work that needs to be done to further study and characterize their properties.

This dissertation focuses on the use of internal sensors in a single host. We consider

ESP as a distributed intrusion detection architecture because the sensors operate indepen-

dently in multiple components, but work is needed to show the feasibility and character-

istics of using internal sensors in an intrusion detection system that spans multiple hosts.
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Some work is already underway [55] to study the mechanisms that could be used in such a
system in a way that prevents overloading of both communication channels and coordina-

tion components.

The performance tests showed that implementation decisions can severely affect the
performance impact of the sensors. In this respect, practical work is necessary to perform
optimization and reevaluation of the detectors. Further study is necessary to identify the
factors of a detector that result in the largest processing overhead, and in the best ways of

reducing those factors.

In terms of the detection capabilities of internal sensors and embedded detectors, the
results presented in Section 5.2 show that they have the possibility of detecting a significant
percentage of new attacks. Longer-term testing may help in fully understanding and possi-
bly modeling their capabilities and limitations. A formal characterization of the detectors
in relationship to the types of attacks encountered would provide firmer prediction capabil-
ities, and help ensure consistency and completeness of the data provided by the detectors.
A probabilistic model that links the “ease of detection” of each type of vulnerability with
the expected occurrence of each category in new attacks (as implied by the percentages of
detection and total occurrence of each category in Figure 5.8) could be useful in predict-
ing the detection capabilities of embedded detectors. Such a model could also be related
to the expected effect that improvements to the detectors have in the detection capabili-
ties (as shown in Figure 5.9) to determine cost-effective policies for sensor and detector

maintenance and upgrading.

We showed that by implementing detectors for a relatively small fraction of the entries
in the CVE database, we were able to implement generic detectors capable of detecting a
significant percentage of new attacks. Future work could explore improving the detection

rate for new attacks by implementing detectors for a larger number of CVE entries.

Once a host is instrumented with internal sensors, it might be possible to explore new
detection capabilities that would have been to expensive or complex to implement using
traditional intrusion detection systems. One such possibility is thatitfound intrusion

detection in which internal sensors could provide enough information to detect malicious
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activity at its origin, so that the burden of intrusion detection can be placed not only on the
victims, but also on the potential attackers such as the hosts at Internet Service Providers.

Erlingsson and Schneider [47] described the useefd#frence monitorshat are auto-
matically generated. In this dissertation, the internal sensors and embedded detectors are
individually hand-coded. Using the information gained about the types of data that need to
be collected, it may be possible to explore the possibility of automatically generating those
sensors in a policy directed fashion. Another possibility would be the automatic generation
of components that could be used by programmers to insert sensors and detectors in their
code.

As a design decision, during this work we avoided using the embedded detectors to stop
an attack once its detected. However, this is a clear application for embedded detectors be-
cause of their localization and their ability to perform early detection. Automatic reaction
to intrusions has not been widely explored in practice because of the dangers it presents (a
false alarm can result in the interruption or modification of legitimate activity), but embed-
ded detectors would be an ideal mechanism for implementing it. The feasibility of this task
has been shown in the implementation of the pH system [135], which uses internal sensors
to perform both detection and reaction to attacks.

This dissertation has explored the feasibility of extracting information about the behav-
ior of a computer system that is more complete and reliable than any data that had been
available before to intrusion detection systems. This availability opens multiple possibil-
ities for future exploration and research, and may lead to the design and development of

more efficient, reliable and effective intrusion detection systems.
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Appendix A: Detectors and Sensors Implemented

The tables in this appendix list all the detectors and sensors that were implemented in
the original implementation phase of the ESP project (before the modifications that resulted
from the testing phase described in Section 5.2).

The columns in these tables have the following meanings:

N: Reference number of the detector, starting with an “S” for specific detectors and with a

“G” for generic detectors.
ID: Identifier of the detector.
WVuln: For specific detectors, vulnerable operating system or program.
S: Whether the detector is stateful: “Yes” (Stateful) or “No” (Stateless).

Src: Types of data sources used: “Net” (Network data), “SysState” (System state), “User”
(User-provided data), “FileSys” (File system state), “App” (Application data), “Prog”

(Program state) and “SysInfo” (System information).
Dir: Implementation source directory.
Class: Corresponding category in the taxonomy proposed by Krsul [78] (see Appendix C).
Det: Reference number of detectors that cover the current one, if any.
Imp: Reference number of detectors that implement the current one, if any.
E: ESAM (Executable Statements Added or Modified) metric for the detector.
B: BOCAM (Blocks of Code Added or Modified) metric for the detector.

Not all fields apply to all the detectors. When not applicable, a field is left empty or with

the string “n/a”.
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Appendix B: The ESP Library

The ESP libraryl{besp ) was developed to provide a central wrapper around sev-
eral functions that can be useful for embedded detectors and programs that read their
messages. The functions in the library (except foreébp log() system call and the
esp _logf()  function) are only available to user-level processes because a library cannot
be linked against the Unix kernel.

The following functions exist in the current version of the ESP library:

esplog: This is the direct interface to thesp _log system call. It takes a string pointer

as argument and writes it to the message buffer.

esplogf: Interface to theesp _log system call that knows how to handle format strings

so that variable data can be written to the message buffer.

espopen: Opens thddev/esplog  device for reading, so that a process can read mes-

sages produced by detectors.
espclose: Closes thddev/esplog  device.

espgets: Reads the next message from thev/esplog device. In the current im-
plementation, detector messages are produced as lines of ASCII text. However this

interpretation may change in the future.

espmatch_char: This utility function performs a character-by-character comparison against
a pattern. Itis used by several detectors to perform comparisons needed to detect spe-

cific buffer overflow attacks.

esp.count_char: Counts how many times a specific character occurs in a string. It is used

mostly throughesp _count _nops() .

esp.count_.nops: Counts the number of times the code for a NOP operation occurs in a
string. NOP codes almost invariable occur in strings that are intended to cause a
buffer overflow. Their occurrence is used as a strong heuristic for detecting some

attacks.

esplongestchar_seq: Returns the length of the longest contiguous sequence of a specific

character that appears in a string.
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espstrcasestr: Similar to the standarsirstr() function, it looks for the occurrence of

a string inside another, but it does the search in a case-insensitive manner.

espstrhead: It returns a buffer containing the “head” of a given string, up to a length

specified by the user.

espcheck path_level: Determines if a given path will try to go past the root directory

when considered relative to a specific directory.

esppath_level: Counts the level (starting with zero for the root directory) at which a given

path will end up when considered relative to a specific directory.
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Appendix C: A Taxonomy of Software Vulnerabilities

The taxonomy of software vulnerabilities proposed by Krsul [78] is used in this disser-
tation as one mechanism for classifying detectors and attacks. The categories used in this
dissertation are listed in Table C.1 for reference. The classes Iist&alics correspond
to classes added to this taxonomy during the development of the ESP prototype, and are
described in Section 4.13.6. A full listing and description of the taxonomy is outside the

scope of this document but can be found in its original source.

Table C.1: Categories from the Krsul taxonomy used in this dissertation.

(1) Design faults
(2) Environmental assumptions
(2-1) Running (2-1-3) Environment
program

(2-1-3-1) isystem() safe

(2-1-4) User running (2-1-4-1) user is root or administrator
the program
(2-2) User input (2-2-1) Content (2-2-1-1) is at most x
(2-2-1-3) matches regular expression
(2-2-1-4) is free of shell metacharacters
(2-3) Environment (2-3-2) Content (2-3-2-1) length is at most x
variable
(2-3-2-3) matches regular expression

(2-4) Network (2-4-1-1) is at most x

stream

(2-4-1) Content

(2-4-1-4)matches a regular expression

(2-5) Command

line parameters

(2-6) System
library
(2-7) File

(2-8) Directory

(2-9) Program
string

(2-10) Network
IP packets

(2-4-2) Socket
(2-5-1) Content

(2-6-1) Return

(2-7-1) Name

(2-7-2) Content
(2-8-1) Name
(2-9-1) Content

(2-10-1) Source
address

(2-4-2-1)is the same object as x
(2-5-1-1) length is at most x

(2-6-1-1) length is at most x

(2-7-1-2) is a valid file name
(2-7-1-4) is the same object as x
(2-7-1-5) is final
(2-7-1-6)length is at most x
(2-7-2-1) length is at most x
(2-7-2-3) is a known program
(2-7-2-5) is of a known type
(2-8-1-1) length is at least x
(2-9-1-3) is free of shell metacharacters

(2-10-1-1)is different than destination address

(continued on next page)
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Table C.1: Categories from the Krsul taxonomy used in this dissertation (continued).

(2-10-2) Data
segment

(2-10-4)TCP seq.

number
(2-11) Directory,  (2-11-1) Dir. name,
running running program
program privileges, name of

user that ran
the program

(2-12) File, (2-12-1) File perms.,
running running program
program privileges, user that

ran the program

(2-12-2) File name,
running program
privileges, user that
ran the program

(3) Coding faults
(4) Configuration errors

(2-10-2-1) length is at least x

(2-10-2-2)is a proper fragment

(2-10-2-3) corresponds to a fully established
connection

(2-10-2-4)length is at most x

(2-10-4-1)is in proper sequence

(2-11-1-1) is in valid user space for the user that
invoked the program.

(2-11-1-3) user that invoked the program can
create files in the directory

(2-12-1-1) User that invoked the program can
read the file

(2-12-1-2) User that invoked the program can
write to the file
(2-12-2-1) is a valid temporary file

(2-12-2-2) is in valid user space for the user that
invoked the program.
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